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Abstract 

 

An Integrated Peridynamics-Finite Volume Based Multi-Phase Flow, 

Geomechanics and Hydraulic Fracture Model 

 

Shivam Agrawal, PhD 

The University of Texas at Austin, 2019 

 

Supervisor:  Mukul M. Sharma 

Co-Supervisor: John T. Foster 

 

Hydraulic fracturing in unconventional reservoirs exhibits several interesting 

phenomena including the interaction of hydraulic fractures with multi-scale heterogeneities 

such as natural fractures, stress/barrier layers, bedding planes, shale laminations, and 

mineralogy. Moreover, hydraulic fractures originating from different clusters or stages in 

a multi-stage, multi-cluster treatment interact among themselves. Mathematical models, 

with various degrees of numerical complexity, are developed for gaining better insights 

into the physics governing these phenomena. Peridynamics-based hydraulic fracturing 

model developed by Ouchi (2016) has been demonstrated to capture all of these 

phenomena. However, its major drawback is that it is computationally expensive. In this 

dissertation, we have extended the capabilities of the model to multi-phase flow and made 

it significantly faster by coupling it with the less expensive Finite Volume Method. 

The single-phase peridynamics flow model for slightly compressible, Newtonian 

fluids has been generalized for multiphase, multicomponent flow of compressible, non-

Newtonian fluids. The generalized flow model has been coupled with the fracturing model 
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and compared with laboratory experiments performed under low confining stresses. The 

extended model is also applied to simulate the growth of fractures from a new (child) well 

in the presence of depleted regions created by production from the fractures of an old 

(parent) well under high confining stresses. 

The interaction of a hydraulic fracture (HF) with a natural fracture (NF) is 

investigated. Remote shear failure of the NF due to the pororelastic stress changes caused 

by the propagating HF are considered. Consistent with the experiments, the remote shear 

failure is shown to result in the bending of the HF towards the NF before intersecting with 

it. Accounting for the effects of remote shear failure and poroelasticity, numerical crossing 

criteria for the HF-NF interaction are developed. 

The hydraulic fracturing model based on peridynamics (PD) theory is coupled with 

the less expensive Finite Volume Method (FVM), following the PD-FEM coupling method 

proposed by Galvanetto et al. (2016). Significant improvements in computational 

performance are achieved by the coupled model relative to the pure PD-based model, 

without compromising the unique original capabilities. By monitoring material damage in 

remote heterogeneous regions, a workflow for estimating the extent of the Stimulated 

Reservoir Volume (SRV) around a primary hydraulic fracture is developed. A sensitivity 

study for the effects of elastic properties of the formation, injection rate, and the reservoir 

fluid type on SRV extent is presented. 
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CHAPTER 1: INTRODUCTION 

1.1. BACKGROUND AND MOTIVATION 

The EIA (2019) reports that in December 2018, 70% of the total US natural gas 

production and 60% of the total US crude oil production came from the shale gas and tight 

oil reservoirs respectively (Figure 1.1). The combination of horizontal drilling and multi-

stage hydraulic fracturing has made production feasible from these ultra-low permeability 

unconventional reservoirs. However, the completions decisions in these reservoirs are 

mostly taken based on market economics and some non-technical factors such as the 

duration of the lease. Engineering analyses, involving field data and advanced 

mathematical models, have gained momentum in the past years and can help sustain the 

upward trend in oil and gas production. 

 

 

Figure 1.1. US oil and gas production over the past years (EIA, 2019) 
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Analytical and numerical models have been developed to understand the interesting 

physics related to hydraulic fracturing. These include interactions with multi-scale 

reservoir heterogeneities including natural fractures, stress/barrier layers, bedding planes, 

shale laminations, and mineralogy. Another common phenomenon that is addressed by the 

numerical models is the stress interference among the fractures. Peridynamics-based 

hydraulic fracturing model developed by Ouchi (2016) has been demonstrated to capture 

all of the important physics. However, its major drawback is that it is computationally 

expensive. 

1.2. RESEARCH OBJECTIVES 

In this dissertation, we have extended the capabilities of our peridynamics-based 

hydraulic fracturing model for multi-phase flow and have considerably improved its 

computational performance by coupling it with a faster, traditional numerical method. The 

main objectives of this research are as follows: 

a) Develop a general peridynamics (PD) model for multiphase transport of non-

Newtonian compressible fluids in porous media. 

b) Couple the general fluid flow model with the PD-based fracturing model for 

new reservoir engineering and fracturing applications. 

c) Investigate the interaction of a hydraulic fracture with a natural fracture, 

accounting for remote shear failure of the natural fracture and poroelasticity. 

d) Couple the PD-based fracturing model with the Finite Volume Method (FVM) 

for improved computational performance, while retaining the salient features of 

the original model. 

e) Demonstrate the capability of the coupled PD-FVM model in estimating the 

Stimulated Reservoir Volume (SRV) around a hydraulic fracture. 
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1.3. LITERATURE REVIEW OF HYDRAULIC FRACTURING MODELS 

Hydraulic fracturing is a multi-physics process. Its modeling requires solution of 

coupled equations describing rock deformation, flow of reservoir fluids, flow of fracturing 

fluid including the proppant, and wellbore effects. Numerous fracturing models with 

varying levels of complexity have been developed, depending on the simplifying 

assumptions that are made and the potential applications that they are intended for. 

Analytical models are simplistic but require very less computational resources as they 

make the most forgiving assumptions. Numerical models are more complex and applicable 

to a wider variety of reservoir conditions and completion strategies. However, they require 

significantly more computational resources since they relax some of the assumptions made 

in the analytical models. 

1.3.1. Analytical 2-D models 

There are three popular analytical 2-D models, namely the KGD model 

(Khristianovic and Zheltov, 1955; Geertsma and De Klerk, 1969), the PKN model (Perkins 

and Kern, 1961; Nordgren, 1972), and the penny-shaped fracture model (Abé et al., 1976). 

The KGD model assumes plane strain condition in a horizontal plane and is 

applicable when the fracture height is greater than the fracture length (Figure 1.2). The 

other assumptions include elliptic fracture growth and constant injection rate. 

The PKN model assumes plane strain condition in a vertical plane, because of 

which it is applicable when the fracture length is greater than the fracture height (Figure 

1.3). It assumes elliptic shape in the vertical direction and a constant injection rate. Fracture 

toughness is neglected since it is assumed that the energy required to flow the fluid in the 

fracture is much greater than that required to propagate the fracture. 
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Figure 1.2. Fracture geometry in KGD model (Geertsma and De Klerk, 1969) 

 

Figure 1.3. Fracture geometry in PKN model (Nordgren, 1972) 

The penny-shaped fracture model assumes that the fracture grows radially outward 

in a plane from an injection source. It was developed for application in geothermal 

reservoirs where the overburden stress and the minimum horizontal stress are about the 

same. Injection rate and fluid pressure inside the fracture are assumed to be constant. 
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These analytical 2-D fracture models are widely used for verifying the more 

complicated numerical fracturing models. However, since they make restrictive 

assumptions such as fractures propagating in a homogeneous isotropic formation, they are 

not used for designing fracturing treatments in the field. 

1.3.2. Simplified 3-D models 

The next family of fracturing models comprise pseudo 3-D (P3D) and planar 3-D 

(PL3D) models. These are applicable to fractures spanning multiple layers with some key 

assumptions, including elastic rock deformation (LEFM), no poroelasticity, transverse 

isotropic rock and fluid properties, planar fracture geometry, parallel-plate assumption for 

fluid flow in the fractures, and an analytical expression for fluid leak-off. These 

assumptions may be valid for some reservoirs or some applications. 

Simonson et al. (1978) developed the first P3D model by considering the effects of 

varying in-situ stresses and varying properties of pay zone and barrier layers on fracture 

height containment. Several modifications to the P3D model have been proposed (Cleary 

et al., 1983; Settari and Cleary, 1984; Fung et al., 1987; Meyer, 1989), which are classified 

into lumped and cell-based approaches (Adachi et al., 2007). In the lumped approach, the 

fracture is divided into top and bottom half-ellipses and the geometry of both at any given 

time are calculated (Figure 1.4). In the cell-based approach, the fracture is divided into 

multiple cells and the geometry of each, assuming PKN model, is calculated (Figure 1.5). 
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Figure 1.4. Fracture geometry in pseudo 3-D lumped model (Adachi et al., 2007) 

 

Figure 1.5. Fracture geometry in pseudo 3-D cell-based model (Adachi et al., 2007) 

Clifton and Abou-Sayed (1981) proposed the PL3D model by simplifying the 

elasticity problem into an integral equation that related the fracture pressure to the fracture 

width, neglecting the fluid leak-off. Several variations of the model have been reported by 

implementing different meshing schemes and solution strategies for the integral equation 

(Barree, 1983; Morita et al., 1988; Yew and Weng, 2015). 

Due to their applicability to heterogeneous reservoirs and low requirement of 

computational resources, P3D and PL3D models are used in various commercial simulators 

(Warpinski et al. 1993). 
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1.3.3. Non-planar 3-D models 

In heterogeneous unconventional reservoirs, many of the assumptions in analytical 

2-D and simplified 3-D models are not reasonable. Fractures in such conditions may be 

non-planar, multi-stranded, and complex due to interactions with reservoir heterogeneities 

such as layer boundaries, laminations, and natural fractures. Moreover, they may be 

complex because of the stress shadow effect in some completion designs such as in multi-

stage, multi-cluster treatments. Thus, more expensive numerical fracturing models have 

gained popularity. 

Displacement discontinuity based method (DDM) is capable of modeling the 

interaction of hydraulic fractures with multiple natural fractures using moderate 

computational resources. Olson (2004) developed a pseudo 3-D DDM model that can 

simulate multiple propagating fractures accounting for the mechanical stress interaction 

between them. However, fluid flow in the pore space or in the fracture are not solved, rather 

a constant pressure boundary condition is assumed in the fractures (Olson, 2008). 

Subsequently, several authors have presented modifications and improvements of the 

DDM model (Weng et al., 2011; Sesetty and Ghassemi, 2012; McClure, 2012; Wu and 

Olson, 2015). 

Discrete Element Method (DEM) is another numerical approach of modeling the 

non-planar growth of hydraulic fractures. The rock is modeled as a group of particles 

connected with each other through ‘bonds’. When a force exceeding the pre-defined critical 

strength of a bond is applied, it breaks and initiates a micro-crack. Zhao and Young (2009) 

developed a 2-D DEM-based hydraulic fracturing model to capture the interactions 

between a hydraulic fracture and a natural fracture. Using their DEM-based model, 

Shimizu et al. (2011) showed that the fracture geometry in unconsolidated sands greatly 

depends on the viscosity of the fracturing fluid. Thallak et al. (1991) concluded from their 
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DEM simulations that the fractures in unconsolidated sands are influenced more by the 

stress interactions from each other as compared to the far-field stresses. Although DEM 

methods can predict complex fracture patterns, they are limited to 2-D plane strain 

problems at small length scales. 

Finite Element Method (FEM) and Finite Volume Method (FVM) coupled with the 

Cohesive Zone Model (CZM) are also used commonly for simulating hydraulic fractures. 

Both these methods are implemented in commercial or open-source packages for 

continuum mechanics and provide a good foundation for further development. By coupling 

CZM with FEM-based ABAQUS software, Yao et al. (2010) demonstrated that their model 

predicted the fracture geometry in ductile shales more accurately than the PKN and P3D 

models. Combining CZM with FVM-based OpenFOAM package, Manchanda (2015) 

simulated the growth of multiple non-planar fractures both in 2-D and 3-D and presented 

several applications related to fracturing in unconventional reservoirs. 

Extended Finite Element Method (XFEM) have been applied for hydraulic fracture 

modeling. Dahi-Taleghani and Olson (2011) developed an energy criterion with their 

XFEM model to predict diversion of a hydraulic fracture upon interaction with a cemented 

or uncemented natural fracture. Haddad and Sepehrnoori (2016) developed planar CZM 

and XFEM-based CZM models to simulate the stress interactions between hydraulic 

fractures originating from three perforation clusters of a single stage. 

Damage models based on phase-field theory and peridynamics theory have been 

recently applied for investigating the growth of complex hydraulic fractures. Mikelić et al. 

(2015) presented theoretical considerations for the application of the phase-field model in 

hydraulic fracturing. Wilson and Landis (2016) applied the phase-field model to capture 

the asymptotic solutions for fracture growth. Ouchi (2016) developed a comprehensive 
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model by generalizing the peridynamics theory, initially proposed for solid mechanics, to 

simulate the growth of complex interacting fractures in heterogeneous reservoirs. 

1.4. REVIEW OF PERIDYNAMICS THEORY 

Since this dissertation builds upon the peridynamics (PD) theory, it is imperative to 

review the related concepts. Peridynamics was introduced by Silling (2000) as a 

reformulation of the continuum theory for elasticity problems involving discontinuities. 

Unlike classical continuum theory which requires the computation of gradient/flux terms, 

PD is an integral formulation and does not involve the calculation of spatial derivatives. 

Thus, the same formulation is applicable to both continuous and discontinuous media, such 

as cracks. The PD theory has been applied to various engineering problems including 

viscoplasticity, transient heat conduction, and crack branching (Foster et al., 2010; Bobaru 

and Duangpanya, 2010; Ha and Bobaru, 2010). 

As illustrated in Figure 1.6, a PD body is supposed to be comprised of material 

points. A material point at position 𝒙 𝜖 ℬ interacts with all the other material points at 

position 𝒙′ within a length scale called a horizon, ℋ𝑥. Force interactions between these 

nodes happen through the connecting bonds, 𝝃. In 2-D or 3-D problems, the horizon is 

respectively a circle or sphere of radius 𝛿. 

 

Figure 1.6. (a) Schematic of a peridynamic material point 𝒙 and connected flow bonds in 

its horizon. (b) Schematic of a flow bond between a material point 𝒙 with its 

non-local neighboring material point 𝒙′ in 2-D (Katiyar et al., 2014). 
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PD has three different formulations as shown in Figure 1.7. In the bond-based 

formulation, pairwise force interaction of the same magnitude is assumed within a bond. 

This introduces limitations on the model such that it can be used to simulate only an 

isotropic, linear, micro-elastic material with a Poisson ratio of 0.25. For application to a 

broader range of materials, Silling et al. (2007) proposed the concept of states, which was 

used to derive the state-based formulations. PD states are a function of position and time, 

which are enclosed in square brackets. They operate on a vector connecting two material 

points, which are written in angled brackets. Depending on whether the result of this 

operation is a scalar or a vector, the PD state is termed as a “scalar state” or a “vector state”. 

Scalar states are represented by underlined non-bold letters, whereas vector states are 

represented by underlined bold letters. 

 
Figure 1.7. Schematic of bond-based, ordinary state-based, and non-ordinary state-based 

peridynamic model (Silling et al., 2007). 

Reference and deformed configurations are introduced to track the deformation of 

the material points upon application of forces. In state-based theory, the relative position 

of material points 𝒙 and 𝒙′ in the reference configuration is defined by the reference 

position vector state 𝑿. 
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𝑿〈𝝃〉 = 𝝃 = 𝒙′ − 𝒙 (1.1) 

where 𝝃 is a bond vector. The relative position of these points in the deformed configuration 

is defined by the deformed position vector state 𝒀. 

𝒀〈𝝃〉 = 𝝃 + 𝜼 = 𝒚(𝒙′) − 𝒚(𝒙) (1.2) 

where 𝒚 represents the coordinates in the deformed configuration, and 𝜼 is the relative 

displacement given by: 

𝜼 = 𝒖(𝒙′) − 𝒖(𝒙) (1.3) 

where 𝒖 is the displacement vector field. 

The bond length scalar states 𝒙 and 𝒚 in the reference and deformed configurations 

respectively are given by: 

𝑥〈𝝃〉 = ‖𝝃‖ 

(1.4) 
𝑦〈𝝃〉 = ‖𝝃 + 𝜼‖ 

1.5. REVIEW OF PERIDYNAMICS-BASED POROELASTIC MODEL 

Peridynamics theory was originally developed by Silling (2000) for applications to 

elastic materials. Later, it was extended by Katiyar et al. (2014) for modeling poroelastic 

media that are commonly found in subsurface problems. In this section, we summarize the 

state-based PD poroelastic governing equations and constitutive relations, with reference 

to the original equations, wherever necessary. 

1.5.1. Momentum conservation for the rock 

The governing equation for momentum balance in a PD node at position 𝒙 𝝐 𝑩 

(Figure 1.6) and time 𝑡 is given by the state-based PD theory: 

𝜕2

𝜕𝑡2
(𝜌𝑟𝒖) = ∫ (𝑻[𝒙, 𝑡]〈𝝃〉 − 𝑻[𝒙′, 𝑡]〈−𝝃〉) 𝑑𝑉𝒙′

ℋ𝑥

+ 𝑏[𝒙] (1.5) 
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where 𝜌𝑟 is rock density, 𝑑𝑉𝒙′ is the differential volume of material point 𝒙′, and the PD 

force vector state 𝑻[𝒙, 𝑡]〈𝝃〉 is computed as: 

𝑻[𝒙, 𝑡]〈𝝃〉 = 𝑡[𝒙, 𝑡]〈𝝃〉
𝝃 + 𝜼

‖𝝃 + 𝜼‖
 (1.6) 

where the original constitutive relation for the PD force scalar state 𝑡[𝒙, 𝑡]〈𝝃〉 is modified 

to account for the poroelastic effects. 

 𝑡[𝒙, 𝑡]〈𝝃〉 =
2((𝐾𝑏 − 𝐺/3)𝜃 − 𝛼𝑃)

𝑚
𝜔 𝑥〈𝝃〉 +

8𝐺

𝑚
𝜔 𝑒𝑑〈𝝃〉 2-D plane strain 

(1.7) 

    𝑡[𝒙, 𝑡]〈𝝃〉 =
3(𝐾𝑏𝜃 − 𝛼𝑃)

𝑚
𝜔 𝑥〈𝝃〉 +

15𝐺

𝑚
𝜔 𝑒𝑑〈𝝃〉 3-D 

where 𝑃 is fluid pressure, 𝐾𝑏 is bulk modulus of the rock grains,  𝐾𝑏 is bulk modulus of 

the rock, and 𝐺 is shear modulus of the rock. 𝜔 is the influence function, discussed in more 

detail in Chapter 2. Biot coefficient 𝛼, weighted volume 𝑚, dilatation 𝜃, elongation scalar 

state 𝑒〈𝝃〉, and its deviatoric part 𝑒𝑑〈𝝃〉 are computed as: 

𝛼 = 1 −
𝐾𝑏
𝐾𝑚

 
 (1.8) 

𝑚 = ∫ 𝜔 𝑥〈𝝃〉. 𝑥〈𝝃〉 𝑑𝐴𝒙′ = 𝛿
4𝜋

ℋ𝑥

 
2-D 

(1.9) 

𝑚 = ∫ 𝜔 𝑥〈𝝃〉. 𝑥〈𝝃〉 𝑑𝑉𝒙′
ℋ𝑥

= 2𝛿3𝜋/3 
3-D 

𝜃 =
2

𝑚
∫ 𝜔 𝑥〈𝝃〉. 𝑒〈𝝃〉 𝑑𝐴𝒙′
ℋ𝑥

 
 

(1.10) 

𝜃 =
3

𝑚
∫ 𝜔 𝑥〈𝝃〉. 𝑒〈𝝃〉 𝑑𝑉𝒙′
ℋ𝑥

 
 

𝑒〈𝝃〉 = ‖𝝃 + 𝜼‖ − ‖𝝃‖  

(1.11) 
𝑒𝑑〈𝝃〉 = 𝑒〈𝝃〉 −

𝜃

3
𝑥〈𝝃〉 
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1.5.2. Mass conservation for the pore fluid 

For a PD material point 𝒙 interacting with its neighboring material point 𝒙′, the 

fluid mass balance is given by: 

𝜕

𝜕𝑡
(𝜌𝑤[𝒙]𝜙[𝒙]) = ∫ (𝑄[𝒙]〈𝝃〉 − 𝑄[𝒙′]〈−𝝃〉) 𝑑𝑉𝒙′

ℋ𝑥

+ 𝑅[𝒙] (1.12) 

where 𝜌𝑤 is fluid density, 𝜙 is medium porosity, 𝑅 is a specified mass flow density field, 

and 𝑄[𝒙]〈𝝃〉 is the PD mass flow scalar state defined as: 

𝑄[𝒙]〈𝝃〉 =
𝛾

2𝜇𝑤
𝜔〈𝝃〉𝜌𝑤

𝝃𝕂[𝒙, 𝒙′]𝝃

||𝝃||
4 (Φ[𝒙′] − Φ[𝒙]) (1.13) 

−𝑄[𝒙′]〈−𝝃〉 =
𝛾

2𝜇𝑤
𝜔〈𝝃〉𝜌𝑤

𝝃𝕂[𝒙, 𝒙′]𝝃

||𝝃||
4 (Φ[𝒙′] − Φ[𝒙]) (1.14) 

where 𝜇𝑤 is fluid viscosity, and 𝛾 is the scaling factor, discussed in more detail in Chapter 

2. Φ is the fluid potential given as: 

Φ[𝒙] = 𝑃[𝒙] + 𝜌𝑤[𝒙]𝑔𝑧[𝒙] (1.15) 

𝕂[𝒙, 𝒙′] is a symmetric constitutive tensor, such that each of its elements is a symmetric 

function of 𝒙′ and 𝒙: 

𝕂[𝒙, 𝒙′] = 𝒌[𝒙] −
1

2 + 𝑑
𝑡𝑟𝑎𝑐𝑒(𝒌[𝒙])𝑰 (1.16) 

The effect of poroelasticity on medium porosity 𝜙 is calculated as: 

𝜙(𝑛+1)[𝒙] = 𝜙(𝑛)[𝒙](1 − 𝑐𝑟Δ𝑃) + 𝛼(1 − 𝜀𝑣
(𝑛))(𝑐𝑟Δ𝑃 + Δ𝜃𝑙𝑜𝑐𝑎𝑙) (1.17) 

where superscripts (𝑛 + 1) and (𝑛) represent the values at the current and previous time 

steps respectively, 𝑐𝑟 is rock compressibility, 𝜀𝑣 is volumetric strain, and 𝜃𝑙𝑜𝑐𝑎𝑙 is local 

dilatation. 
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𝜃𝑙𝑜𝑐𝑎𝑙 =
2

𝑚
∫ 𝜔 𝑥〈𝝃〉. 𝑒〈𝝃〉𝑑𝐴𝒙′ℋ𝑥,𝑙𝑜𝑐𝑎𝑙

   2-D 

(1.18) 

𝜃𝑙𝑜𝑐𝑎𝑙 =
3

𝑚
∫ 𝜔 𝑥〈𝝃〉. 𝑒〈𝝃〉𝑑𝑉𝒙′ℋ𝑥,𝑙𝑜𝑐𝑎𝑙

   3-D 

1.6. REVIEW OF PERIDYNAMICS-BASED HYDRAULIC FRACTURING MODEL 

The peridynamics-based pororelastic model was further developed for hydraulic 

fracturing applications by Ouchi (2016). Each computational cell could potentially have 

five primary unknowns corresponding to x-, y-, and z- displacements, matrix pore pressure 

P, and fracturing fluid pressure Pf (Figure 1.8). The three components of displacement and 

the matrix pore pressure are solved using equations (1.5) and (1.12) respectively. The 

fracturing fluid pressure is solved using another mass balance equation over the fracturing 

fluid, which will be reviewed in this section. In addition, some new formulations and 

modifications to the previous equations will also be reviewed. 

 

Figure 1.8. Peridynamics-based hydraulic fracturing model (Ouchi, 2016). 
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1.6.1. Momentum conservation for the rock 

The rock displacement equation remains the same as in the poroelastic model 

(equation (1.5)). However, the force scalar state, 𝑡[𝒙, 𝑡]〈𝝃〉 is modified based on whether a 

bond is unbroken, broken and not passing through a fracture space, or broken and passing 

through a fracture space. The force scalar state for the three categories is given by equations 

(1.7), (1.19), and (1.20) respectively. 

 𝑡[𝒙, 𝑡]〈𝝃〉 =
2𝛼𝑃

𝑚
𝜔 𝑥〈𝝃〉 2-D plane strain 

(1.19) 

    𝑡[𝒙, 𝑡]〈𝝃〉 =
3𝛼𝑃

𝑚
𝜔 𝑥〈𝝃〉 3-D 

 𝑡[𝒙, 𝑡]〈𝝃〉 =
2𝛼𝑃𝑓

𝑚
𝜔 𝑥〈𝝃〉 2-D plane strain 

(1.20) 

    𝑡[𝒙, 𝑡]〈𝝃〉 =
3𝛼𝑃𝑓

𝑚
𝜔 𝑥〈𝝃〉 3-D 

1.6.2. Damage model 

In the PD theory, material failure is represented by a scalar field referred to as 

damage 𝑑. Damage at a material point is defined as the ratio of the number of broken bonds 

passing through the point to the total number of bonds passing through the point. Thus, 

damage ranges between 0 and 1. 

𝑑[𝒙] = 1 −
∫ 𝛽〈𝝃〉𝑑𝑉𝒙′ℋ𝑥

∫ 𝑑𝑉𝒙′ℋ𝑥

 (1.21) 

The state-based PD theory introduced two types of criteria for bond failure – critical 

stretch and critical energy criteria. Both were implemented by Ouchi (2016) in the PD-

based fracturing simulator. 

The strain 𝑠 in a bond is defined as: 

𝑠 =
𝑒〈𝝃〉

𝑥〈𝝃〉
=
‖𝝃 + 𝜼‖ − ‖𝝃‖

‖𝝃‖
 (1.22) 
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In the critical strain criterion, the force scalar state for a bond vanishes if the strain 

in the bond exceeds a certain critical strain 𝑠𝑐. This is ensured in the simulator by 

multiplying a boolean function 𝛽〈𝝃〉 as defined below. The critical strain is a material 

property, which depends on the energy release rate and the length scale under 

consideration. 

𝛽〈𝝃〉 = {
0
1

(𝑠 > 𝑠𝑐)
         (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)

 (1.23) 

By equating the work required to break all the bonds across a fracture plane to the critical 

energy release rate of a material, Silling and Askari (2005) derived the critical strain 𝑠𝑐 in 

a bond. 

𝐺𝑐 = ∫ ∫ ∫ ∫
1

2
(𝑐𝑠𝑐

2𝜉)𝜉2 sin 𝜑
cos−1(𝑧/𝜉)

0

𝑑𝜑
𝛿

𝑧

𝑑𝜉
2𝜋

0

𝑑𝜃
𝛿

0

𝑑𝑧 =
𝜋𝑐𝑠𝑐

2𝛿5

10
 3-D (1.24) 

𝑠𝑐 = √
5𝐺𝑐
9𝐾𝛿

 3-D (1.25) 

Equating 𝐺𝑐 to the energy release rate from LEFM, one can obtain the critical strain 𝑠𝑐 in 

terms of the material properties, as demonstrated in equation (1.30) for the critical energy 

criterion. 

In the critical energy criterion proposed by Foster et al. (2011), the force the force 

scalar state for a bond vanishes if the energy density stored in the bond (due to relative 

displacement of the associated material points) exceeds a certain critical energy density 𝜔𝑐. 

Equation (1.26) shows that the energy density stored in a bond 𝝃 is calculated by integrating 

the infinitesimal relative displacement between the concerned material points 𝒙 and 𝒙′ 

caused by the total force vector state acting on the bond. It must be noted that the energy 

density in a bond is evaluated only when it is under tension (equation (1.27)). 



 17 

𝜔𝝃 = ∫ (𝑇∗[𝒙, 𝑡]〈𝝃〉 − 𝑇∗[𝒙′, 𝑡]〈−𝝃〉). 𝑑𝜼
𝜼(𝑡𝑓𝑖𝑛𝑎𝑙)

0

 (1.26) 

𝑇∗[𝒙, 𝑡]〈𝝃〉 − 𝑇∗[𝒙′, 𝑡]〈−𝝃〉 = max (𝑡[𝒙, 𝑡]〈𝝃〉 − 𝑡[𝒙′, 𝑡]〈−𝝃〉, 0.0)
𝝃 + 𝜼

‖𝝃 + 𝜼‖
 (1.27) 

where 𝜼(𝑡𝑓𝑖𝑛𝑎𝑙) is the final relative displacement. 

Using equation (1.28), the PD energy release rate 𝐺𝑐 is obtained by integrating the energy 

required to create a unit fracture as a function of critical energy density, which is equivalent 

to the energy required to break all the bonds connecting each point A along 0 ≤ 𝑧 ≤ 𝛿 to 

point B in the spherical cap (the green region in Figure 1.9) using the coordinate system 

centered at A. The PD critical energy density 𝜔𝑐 in each bond is obtained by equating the 

PD energy release rate to the energy release rate of the fracture given by the classical Linear 

Elastic Fracture Mechanics (LEFM) theory.  

 
Figure 1.9. Calculation of energy release rate in Peridynamics theory (Ouchi, 2016). 
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 𝐺𝑐 = ∫ ∫ ∫ 𝜔𝑐𝜁
𝜋−sin−1(𝑧/𝜉)

sin−1(𝑧/𝜉)

𝑑𝜁
𝛿

𝑧

𝑑𝜃
𝛿

0

𝑑𝑧 =
4𝛿3

9
𝜔𝑐 2-D 

(1.28) 

    𝐺𝑐 = ∫ ∫ ∫ ∫ 𝜔𝑐𝜉
2 sin𝜑

cos−1(𝑧/𝜉)

0

𝑑𝜑
𝛿

𝑧

𝑑𝜉
2𝜋

0

𝑑𝜃
𝛿

0

𝑑𝑧 =
𝜋𝛿4

4
𝜔𝑐 3-D 

Solving equation (1.28) for the PD critical energy density: 

 𝜔𝑐 =
9

4𝛿3
𝐺𝑐 2-D 

(1.29) 

    𝜔𝑐 =
4

𝜋𝛿4
𝐺𝑐 3-D 

Equating the energy release rate from PD to that from LEFM according to the 

dimensionality of the problem: 

 𝜔𝑐 =
9

4𝛿3
𝐺𝑐 =

9

4𝛿3
𝐾𝐼𝐶

2(1 − 𝜈2)

𝐸
 2-D plane strain 

(1.30) 

    𝜔𝑐 =
4

𝜋𝛿4
𝐺𝑐 =

4

𝜋𝛿4
𝐾𝐼𝐶

2

𝐸
 3-D 

where 𝐸 is the Young’s modulus, 𝜈 is the Poisson ratio, and 𝐾𝐼𝐶 is the fracture toughness. 

If the energy density stored in a bond 𝜔𝝃 exceeds the critical energy density 𝜔𝒄, the 

bond is broken and its force scalar state is set to zero by multiplying the following Boolean 

function: 

𝛽〈𝝃〉 = {
0
1

(𝜔𝝃 > 𝜔𝑐)

    (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)
 (1.31) 

1.6.3. Mass conservation for the pore fluid 

To account for the leak-off of the fracturing fluid into the reservoir matrix, a new 

source term 𝐼[𝒙] is added to equation (1.12). 

𝜕

𝜕𝑡
(𝜌𝑤[𝒙]𝜙[𝒙]) = ∫ (𝑄[𝒙]〈𝝃〉 − 𝑄[𝒙′]〈−𝝃〉) 𝑑𝑉𝒙′

ℋ𝑥

+ 𝑅[𝒙] + 𝐼[𝒙] (1.32) 
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The leak-off is modeled as a source term assuming the Darcy flow. 

𝐼[𝒙] = −
𝜌𝑓[𝒙]𝑘𝑙𝑒𝑎𝑘𝐴

𝑉𝜇𝑓

𝑑𝑃

𝑑𝑙
=
𝜌𝑓[𝒙]𝑘𝑙𝑒𝑎𝑘Δ𝐴𝑝[𝒙](Φ𝑓[𝒙] − Φ[𝒙])

Δ𝑉[𝒙]𝜇𝑓(𝑙𝑝/2)
 (1.33) 

𝑘𝑙𝑒𝑎𝑘 = 𝒏𝑠𝑢𝑟𝑓. (𝒌[𝒙]𝒏𝑠𝑢𝑟𝑓) (1.34) 

1.6.4. Mass conservation for the fracturing fluid 

The flow of fracturing fluid is modeled based on the lubrication theory. 

𝜕

𝜕𝑡
(𝜌𝑓[𝒙]𝜙𝑓[𝒙]) = ∫ (𝑄𝑓[𝒙]〈𝝃〉 − 𝑄𝑓[𝒙′]〈−𝝃〉) 𝑑𝑉𝒙′

ℋ𝑥,𝑙𝑜𝑐𝑎𝑙

+ 𝑅𝑓[𝒙] − 𝐼[𝒙] (1.35) 

where 𝜌𝑓 is the fracturing fluid density, 𝜙𝑓 is fracture porosity, 𝑅𝑓 is a specified fracturing 

fluid mass flow density field, and 𝑄𝑓[𝒙]〈𝝃〉 is the PD mass flow scalar state for the 

fracturing fluid.  

𝑄𝑓〈𝝃〉 =
𝛾

2𝜇𝑓
𝜌𝑓

𝑘𝑓[𝒙]

2||𝝃||
2 (Φ𝑓[𝒙

′] − Φ𝑓[𝒙]) (1.36) 

where 𝜇𝑤 is fluid viscosity, 𝑘𝑓 is fracture permeability, and Φ𝑓 is the fracturing fluid 

potential. 

 Fracture porosity, which is the fraction of fracture volume to control volume, is 

given by: 

 𝜙𝑓[𝒙] = 0 for 𝑑 ≤ 𝑑𝑐  
(1.37) 

    𝜙𝑓[𝒙] = 𝜃𝑙𝑜𝑐𝑎𝑙 − 𝜃𝑙𝑜𝑐𝑎𝑙(𝑠𝑐) for 𝑑 > 𝑑𝑐 

where 𝜃𝑙𝑜𝑐𝑎𝑙(𝑠𝑐) at a given point 𝑖 is the local dilatation evaluated at the critical strain. 
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𝜃𝑙𝑜𝑐𝑎𝑙,𝑖(𝑠𝑐) 
 

= ∑ {
𝜔𝑖‖𝒙𝒋 − 𝒙𝒊‖𝑒𝑖

∗(𝑛+1)𝑑𝑉𝑥𝑗
𝑚𝑙𝑜𝑐𝑎𝑙,𝑖

}

𝑁𝑙𝑜𝑐𝑎𝑙

𝑗=1

 

 

= ∑ {
𝜔𝑖‖𝒙𝒋 − 𝒙𝒊‖(min(‖𝒚𝒋

(𝒏+𝟏) − 𝒚𝒊
(𝒏+𝟏)‖, 𝑠𝑐‖𝒙𝒋 − 𝒙𝒊‖) − ‖𝒙𝒋 − 𝒙𝒊‖)𝑑𝑉𝑥𝑗
𝑚𝑙𝑜𝑐𝑎𝑙,𝑖

}

𝑁𝑙𝑜𝑐𝑎𝑙

𝑗=1

 

(1.38) 

where 𝑚𝑙𝑜𝑐𝑎𝑙,𝑖 and 𝑠𝑐 at a given point 𝑖 are calculated as: 

𝑚𝑙𝑜𝑐𝑎𝑙,𝑖 = ∑ 𝜔𝑗 {𝜔𝑖‖𝒙𝒋 − 𝒙𝒊‖
2
𝑑𝑉𝑥𝑗}

𝑁𝑙𝑜𝑐𝑎𝑙

𝑗=1

 (1.39) 

𝑠𝑐 =
‖𝝃 + 𝜼‖ − ‖𝝃‖

‖𝝃‖
|
𝜔𝝃=𝜔𝑐

=
‖𝒚

𝒋
(𝒏+𝟏) − 𝒚

𝒊
(𝒏+𝟏)‖ − ‖𝒙𝒋 − 𝒙𝒊‖

‖𝒙𝒋 − 𝒙𝒊‖
|

𝜔𝝃=𝜔𝑐

 (1.40) 

The fracture permeability 𝑘𝑓 is estimated based on the fracture width 𝑤, which in 

turn is calculated based on the fracture volume. 

𝑘𝑓 =
𝑤2

12
 (1.41) 

𝑤 =
Δ𝑉𝜙𝑓

Δ𝐴𝑝
 (1.42) 

1.7. OUTLINE OF THE DISSERTATION 

This dissertation is divided into eight chapters. Chapter 2 presents a general 

peridynamics flow model. Chapter 3 couples the general flow model with the existing 

hydraulic fracturing simulator. Chapter 4 demonstrates an application of the new fracturing 

model. Chapter 5 develops the poroelastic crossing criteria. Chapter 6 couples the 

peridynamics simulator with the Finite Volume Method. Chapter 7 presents applications 

of the coupled PD-FVM simulator. 

Chapter 2 extends the peridynamics-based single-phase flow model for Newtonian, 

slightly compressible fluids developed by Katiyar et al. (2014) to multiphase, 
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multicomponent flow model for non-Newtonian, compressible fluids. Verification 

problems involving porous flow are presented, showing the convergence of the non-local 

model to the classical local model in limiting cases. 

Chapter 3 presents the incorporation of the general flow model in the peridynamics-

based hydraulic fracturing simulator developed by Ouchi (2016). Validation problems 

involving comparison with recent laboratory experiments are also demonstrated. 

Chapter 4 introduces an application of the extended fracturing simulator for 

modeling fracture propagation in depleted reservoirs. Peridynamics is shown to capture the 

attraction of a fracture from a new (child) well towards the depleted region of an old 

(parent) well. 

Chapter 5 investigates the interaction of a hydraulic fracture with a natural fracture. 

It is identified that a propagating hydraulic fracture causes remote shear failure of a natural 

fracture, resulting in poroelastic stress relaxation on the natural fracture and bending of the 

hydraulic fracture before intersection. This makes the turning of the hydraulic fracture 

along the natural fracture more feasible and significantly modifies the crossing criteria that 

were derived in the literature using the Linear Elastic Fracture Mechanics theory. 

Chapter 6 couples the peridynamics-based poroelastic model with the Finite 

Volume Method (FVM) for improved computational performance. Verification problems 

concerning porous flow and poroelastic flow are demonstrated. Two different approaches 

for matrix assembly are proposed and one is shown to considerably outperform the other, 

resulting in shorter computational times relative to the pure peridynamics model. 

Chapter 7 extends the coupling of Peridynamics-Finite Volume poroelastic model 

for applications in hydraulic fracturing. A coupled model domain is divided into 

peridynamic and finite-volume subdomains.  A fracture is propagated in either of the two 

subdomains. Validation of both the types is presented against laboratory experiments. 
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Stress changes due to a fracture propagating in finite-volume are monitored to capture 

material damage in remote heterogeneous peridynamics regions. The extent of this material 

damage away from the fracture face provides an estimate of the Stimulated Reservoir 

Volume (SRV) created during a fracturing job in unconventional reservoirs. 

Chapter 8 summarizes the contributions of the research, presents overall 

conclusions and makes recommendations for future work. 
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CHAPTER 2: DEVELOPMENT OF A GENERAL PERIDYNAMICS-

BASED FLUID FLOW MODEL* 

2.1. INTRODUCTION 

In a recent paper by Katiyar et al. (2014), a detailed mathematical formulation to 

obtain a governing peridynamic equation of transport of a single Newtonian fluid of small 

and constant compressibility through arbitrary heterogeneous porous media was 

developed. The adjective “peridynamic” is used here due to the similarity of the 

formulation to the peridynamic theory developed by Silling (2000) and Silling et al. (2007) 

within the field of solid mechanics. The peridynamic formulation was verified by 

simulating the transport of a fluid of uniform properties through a porous medium and 

comparing the results with those from a corresponding analytical model derived from the 

classical theory of flow in porous media. The peridynamic porous flow is broadly aimed at 

simulating the transport of hydrocarbons as well as other complex fluids in fractured 

heterogeneous reservoirs. Reservoir hydrocarbons can be compressible, non-Newtonian 

and present in multiple phases. These fluids are also transported through the reservoirs for 

different applications such as hydraulic fracturing. Therefore, to simulate more realistic 

scenarios of fluid transport in heterogeneous porous media, the present work extends the 

previously developed model (Katiyar et al., 2014) to a more general peridynamic model of 

multiphase transport of a compressible, non-Newtonian fluid in porous media. 

In Katiyar et al. (2014), motivations for developing a non-local peridynamic 

formulation for modeling porous flow were discussed. For completeness, some of the  

*1Katiyar, Amit; 1Agrawal, Shivam; Ouchi, Hisanao; Seleson, Pablo; Foster, John T; and Sharma, Mukul M. 

2020. “A General Peridynamics Model for Multiphase Transport of Non-Newtonian Compressible Fluids in 

Porous Media.” Journal of Computational Physics 402: 109075. Katiyar derived and documented the 

formulation in consultation with Seleson and Foster, Agrawal coded the general flow model into the 

peridynamics-based simulator developed by Ouchi, conducted the simulations, performed the convergence 

study, and documented the numerical sections, and Sharma supervised the research. 
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advantages are summarized here. Fundamentally, the integral-equation based non-local 

peridynamic formulation remains valid even when discontinuities in the field variables 

appear in the domain. The peridynamic formulation also preserves both strong and weak 

discontinuities across domain boundaries without the need of special interface conditions 

as required by an equivalent classical model, for example an explicit flux continuity 

condition. Various complex systems in nature can elucidate diffusion processes due to local 

as well non-local potential differences. Non-local transport of fluids, observed in 

geological formations (Koch and Brady, 1988; Cortis and Berkowitz, 2004; Ganti et al., 

2010), can be attributed to a reservoir’s multi-scale heterogeneity in the form of material 

properties and/or natural fractures. The integral equation based non-local theory of 

peridynamics allows modeling of the transport effects of such spatial non-locality without 

explicitly resolving the multiscale heterogeneities. In addition to capturing this non-local 

transport, the fluid-flow formulation presented here provides a novel approach for 

simulating complex fluid-driven cracks when coupling it with the existing fracture 

mechanics model from peridynamic theory. Thus, it has practical applications in simulating 

hydraulic fracturing of unconventional hydrocarbon reservoirs.  

The theory of Peridynamics was originally developed by Silling (2000) as a 

reformulation of the classical equation of motion for modeling elasticity and material 

failure in solid materials and structures. Bobaru and Duangpanya (2010) extended its 

application for simulating transient heat conduction in bodies with evolving 

discontinuities. Katiyar et al. (2014) developed and implemented a peridynamics theory 

for simulating fluid flow in porous media though limiting it only to Newtonian fluids of 

constant and small compressibility. In the present work, through specializing the 

constitutive model of Seleson et al. (2013), such limitations are relaxed to simulate 

compressible and non-Newtonian fluids.  
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2.2. MATHEMATICAL MODEL 

In this chapter, we use both lower-case and upper-case letters for scalars, e.g. 𝜌, 𝜇, 

𝑡, 𝐴, 𝑉, lower case boldface letters and symbols for vectors, e.g., 𝒙, 𝒖, 𝝃, upper-case bold 

face letters for second-order tensors in the local theory, e.g., 𝑲 and blackboard letters for 

the corresponding second-order tensors in the non-local theory, e.g., 𝕂. Borrowing from 

the mathematical notation of peridynamic mechanics, mathematical objects called 

peridynamic states have been introduced for convenience (Silling et al., 2007). In this 

formulation, we have used vector and scalar valued peridynamic states. Peridynamics states 

depend on position and time and operate on a vector connecting any two continuum 

material points. Depending on whether the mapped value of this operation is a scalar or 

vector, the state is called a scalar-state or a vector-state, respectively. To differentiate, 

peridynamic scalar states are denoted with underlined letters or symbols and peridynamic 

vector-states are denoted with underlined bold-faced letters. The mathematical definition 

of these peridynamic states is provided wherever they have been used. In this chapter, the 

explicit dependence on time, t is dropped to make the notation more concise. 

2.2.1. State-Based Peridynamic Formulation of Single-phase Transport of Non-

Newtonian and Compressible Fluid through Porous Media 

The mass conservation equation for single-phase fluid flow in porous medium at 

position 𝒙 ∈ ℬ and time t, using classical theory (Chen et al., 2006), is 

𝜕

𝜕𝑡
(𝜌[𝒙]∅[𝒙]) = −𝛻 ∙ (𝜌[𝒙]𝒖[𝒙]) + 𝑅[𝒙], 𝒖[𝒙] = −

1

𝜇[𝒙]
𝑲[𝒙]∇Φ[𝒙] (2.1) 

where 𝜌 is the fluid density, ∅ is the medium porosity, 𝒖 is the volumetric flux, 𝑲 is the 

material permeability tensor, 𝜇 is the fluid viscosity, Φ is the flow potential and 𝑅 is the 

mass generation per unit bulk volume per unit time. In peridynamics, a material is assumed 

to be composed of material points of known density, and every material point interacts with 
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all the neighboring material points inside a non-local region around it. Each interaction pair 

of a material point with its neighboring material point is referred to as a “bond”.  

In Katiyar et al. (2014), using variational arguments, a governing state-based 

peridynamic equation to simulate transport of single-phase flow of a liquid of small and 

constant compressibility through heterogeneous porous medium was developed. The 

resulting formulation is summarized in this sequel. With reference to the body ℬ in Figure 

1.6, the mass conservation equation for single-phase fluid flow in porous medium at 

position 𝒙 ∈ ℬ and time t, using peridynamic theory, is 

𝜕

𝜕𝑡
(𝜌[𝒙]∅[𝒙]) = ∫ (𝑄[𝒙]〈𝝃〉 − 𝑄[𝒙′]〈−𝝃〉)𝑑𝑉𝑥′ + 𝑅[𝒙]

ℋ𝑥

 (2.2) 

where ℋ𝑥 is the neighborhood of 𝒙 referred as the “family of 𝒙”, which is a ball of radius 

𝛿 referred to as the “horizon”, 𝑄 is the peridynamic mass flow scalar state, 𝒙′ is the position 

vector the neighboring points of 𝒙 inside ℋ𝑥, 𝑑𝑉𝑥′ is the differential volume of 𝒙′, and 

𝑄[𝒙]〈𝝃〉 defined at position 𝒙 operating on a “bond” 𝝃 = 𝒙′ − 𝒙, maps the bond onto a net 

mass influx density in that bond. In the local limit, the integral on the right-hand side of 

equation (2.2) replaces the divergence of the volumetric flux term from the equivalent 

classical theory. 

−𝛻. (𝜌[𝒙]𝒖[𝒙]) = lim
ℋ𝑥→0

∫ (𝑄[𝒙]〈𝝃〉 − 𝑄[𝒙′]〈−𝝃〉) 𝑑𝑉𝑥′
ℋ𝑥

 (2.3) 

For simplicity, an assumption is made that the governing peridynamic equation for 

porous flow remains the same for multiple fluid phases and the extension of the model to 

simulate non-Newtonian and compressible fluid is modeled through the constitutive 

response. 
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2.2.1.1. Constitutive model 

We propose a modified constitutive model of the form (Katiyar et al., 2014; 

Seleson, 2010) 

𝑄[𝒙]〈𝝃〉 =
𝛾

2
𝜔〈𝝃〉

𝝃. �̂�[𝒙]. 𝝃

‖𝝃‖4
(Φ[𝒙′] − Φ[𝒙]), (2.4) 

where 𝛾 is a scaling factor dependent on dimension 𝑑 of the domain and the horizon size 

δ, 𝜔〈𝝃〉 is the influence function that provides an additional mechanism to modulate the 

non-local interactions (Seleson and Parks, 2011) and �̂� is a symmetric constitutive tensor 

defined such that it ensures the convergence of the non-local model to the corresponding 

local model in the limit of the horizon going to zero. To determine �̂�[𝒙], a relationship 

between �̂� and the material properties (medium permeability 𝑲[𝒙], fluid density 𝜌[𝒙] and 

fluid viscosity 𝜇[𝒙]) is developed by imposing an equality between the non-local 

peridynamic model in the limit of horizon size 𝛿 → 0 and the corresponding well-

established local model. Substituting equation (2.4) into the governing equation (2.2), we 

obtain 

𝜕

𝜕𝑡
(𝜌[𝒙]∅[𝒙]) =

𝛾

2
∫ 𝜔〈𝝃〉

𝝃. (�̂�[𝒙] + �̂�[𝒙′]). 𝝃

‖𝝃‖4
(Φ[𝒙′] − Φ[𝒙])𝑑𝑉𝑥′

ℋ𝑥

+ 𝑅[𝒙]. (2.5) 

For the purpose of establishing a connection to the local model, we momentarily assume 

continuously differentiable fields in 𝕂 and Φ such that the following Taylor’s expansions 

are admitted 

�̂�[𝒙′] = �̂�[𝒙] + 𝝃 ∙ ∇�̂�[𝒙] + 𝒪(‖𝝃‖𝟐), (2.6) 

Φ[𝑥′] − Φ[𝑥] = (𝝃 ∙ ∇)Φ[𝒙] +
1

2
(𝝃 ∙ ∇)(𝝃 ∙ ∇)Φ[𝒙] + 𝒪(‖𝝃‖𝟑), (2.7) 

 

 



 28 

Giving 

�̂�[𝒙] + �̂�[𝒙′] = 2�̂�[𝒙] + 𝝃 ∙ ∇�̂�[𝒙] + 𝒪(‖𝝃‖𝟐). (2.8) 

Substituting equations (2.7) and (2.8) into equation (2.5), we obtain 

 

𝜕

𝜕𝑡
(𝜌[𝒙]∅[𝒙]) = 𝛾∫ 𝜔〈𝝃〉

𝝃 ∙ (�̂�[𝒙] +
1
2 𝝃 ∙ ∇�̂�

[𝒙] + 𝒪(‖𝝃‖𝟐)) ∙ 𝝃

‖𝝃‖4
×

ℋ𝑥

((𝝃 ∙ ∇)Φ[𝒙]

+
1

2
(𝝃 ∙ ∇)(𝝃 ∙ ∇)Φ[𝒙] + 𝒪(‖𝝃‖𝟑))𝑑𝑉𝑥′ + 𝑅[𝒙]. 

 

Collecting terms 

𝜕

𝜕𝑡
(𝜌[𝒙]∅[𝒙]) 

= 𝛾∫

(

 
 
𝜔〈𝝃〉

𝜉𝑖𝜉𝑚�̂�𝑚𝑛[𝒙]𝜉𝑛𝜉𝑗
𝜕

𝜕𝑥𝑖𝑥𝑗
Φ[𝒙] + 𝜉𝑖𝜉𝑚

𝜕�̂�𝑚𝑛[𝒙]
𝜕𝑥𝑖

𝜉𝑛𝜉𝑗
𝜕
𝜕𝑥𝑗

Φ[𝒙]

2‖𝝃‖4

)

 
 

ℋ𝑥

𝑑𝑉𝑥′

+ 𝒪(𝛿2) + 𝑅[𝒙], 
 

= [𝛾 ∫ 𝜔〈𝝃〉
(𝝃⨂𝝃)�̂�[𝒙](𝝃⨂𝝃)

2‖𝝃‖4
𝑑𝑉𝒙′

ℋ𝑥

] : (∇⨂∇)Φ[𝒙]

+ ∇. [∫ 𝛾𝜔〈𝝃〉
(𝝃⨂𝝃)�̂�[𝒙](𝝃⨂𝝃)

2‖𝝃‖4
𝑑𝑉𝒙′

ℋ𝑥

] . ∇Φ[𝒙] + 𝒪(𝛿2) + 𝑅[𝒙], 

 

= (
𝜌[𝒙]

𝜇[𝒙]
𝑲[𝒙]) : (∇⨂∇)Φ[𝒙] + ∇. (

𝜌[𝒙]

𝜇[𝒙]
𝑲[𝒙]) . ∇Φ[𝒙] + 𝒪(𝛿2) + 𝑅[𝒙], 

 

= ∇ ∙ (
𝜌[𝒙]

𝜇[𝒙]
𝑲[𝒙]∇Φ[x]) + 𝒪(𝛿2) + 𝑅[𝒙], (2.9) 
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where, 

𝜌[𝒙]

𝜇[𝒙]
𝑲[𝒙] = ∫ 𝛾𝜔〈𝝃〉

(𝝃⨂𝝃)�̂�[𝒙](𝝃⨂𝝃)

2‖𝝃‖4
𝑑𝑉𝑥′ .

ℋ𝑥

 (2.10) 

Taking 𝛿 → 0, equation (2.1) is recovered from equation (2.9). By writing equation (2.10) 

in component form, a relationship between constitutive tensor �̂� and material properties 

(medium permeability 𝑲[𝒙], fluid density 𝜌[𝒙] and fluid viscosity 𝜇[𝒙]) is established with 

a judicious choice of scaling factor 𝛾 

𝜌[𝒙]

𝜇[𝒙]
𝐾𝑖𝑗[𝒙] = 𝛾�̂�𝑛𝑚[𝒙]∫ 𝜔〈𝝃〉

𝜉𝑖𝜉𝑛𝜉𝑚𝜉𝑗

2‖𝝃‖4
𝑑𝑉𝑥′ .

ℋ𝑥

 (2.11) 

Following Katiyar et al. (2014) and Seleson et al. (2013), it can be shown that the right 

hand side in equation (2.11) simplifies to  

𝜌[𝒙]

𝜇[𝒙]
𝐾𝑖𝑗[𝒙] = 𝛾(�̂�𝑖𝑗[𝒙] + �̂�𝑗𝑖[𝒙] + �̂�𝑘𝑘[𝒙]𝛿𝑖𝑗)Iδ

𝑑  where Iδ
𝑑

=
1

3
∫ 𝜔〈𝝃〉

𝝃1
4

2‖𝝃‖4
𝑑𝑉𝒙′ .

ℋ𝒙

 

(2.12) 

Choosing 𝛾 =
1

2𝐼δ
𝑑, and using symmetry of �̂�, equation (2.11) becomes 

𝜌[𝒙]

𝜇[𝒙]
𝐾𝑖𝑗[𝒙] = �̂�𝑖𝑗[𝒙] +

1

2
�̂�𝑘𝑘[𝒙]𝛿𝑖𝑗. (2.13) 

Solving for �̂�𝑘𝑘 for any dimension 𝑑, 

�̂�𝑘𝑘[𝒙] =
2

2 + d
𝐾𝑘𝑘[𝒙]

𝜌[𝒙]

𝜇[𝒙]
. (2.14) 

Substituting equation (2.14) into equation (2.13), we solve for �̂�𝑖𝑗 

�̂�𝑖𝑗[𝒙] =
𝜌[𝒙]

𝜇[𝒙]
(𝐾𝑖𝑗[𝒙] −

1

2 + 𝑑
𝐾𝑘𝑘[𝒙]𝛿𝑖𝑗). (2.15) 
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Equation (2.15) relates the peridynamic constitutive tensor �̂� with known material 

properties. In the next subsection, we derive the scaling factor based on the dimension of 

the problem and the choice of influence function. 

2.2.1.2. Influence functions 

(a) 𝝎〈𝝃〉 = 𝟏 

This influence function gives the same weight to all the neighbors in the horizon. 

For 2-D (𝑑 = 2), the horizon is a circle of radius 𝛿 and using polar coordinates, 𝜉1 =

𝑟 cos(𝜃) and 𝜉2 = 𝑟 sin(𝜃). Then, the scaling factor in two dimensions with 𝜔〈𝝃〉 = 1 is  

𝛾 =
3

2
[∫ ∫

𝜉1
4

2𝑟4
𝑟𝑑𝑟𝑑𝜃

𝛿

0

2𝜋

0

]

−1

=
8

𝜋𝛿2
. (2.16) 

For 3-D (𝑑 = 3), the horizon is a sphere of radius 𝛿 and using spherical coordinates, 𝜉1 =

𝑟 𝑠𝑖𝑛(𝜑) 𝑐𝑜𝑠(𝜃), 𝜉2 = 𝑟 𝑠𝑖𝑛(𝜑) 𝑠𝑖𝑛(𝜃) and 𝜉3 = 𝑟 𝑐𝑜𝑠(𝜑). The scaling factor for three 

dimensions with 𝜔〈𝝃〉 = 1 is 

𝛾 =
3

2
[∫ ∫ ∫

𝜉1
4

2𝑟4
𝑟2 𝑠𝑖𝑛(𝜑) 𝑑𝑟𝑑𝜑𝑑𝜃

𝛿

0

𝜋

0

2𝜋

0

]

−1

=
45

4𝜋𝛿3
. (2.17) 

(b) 𝝎〈𝝃〉 = 𝟏 −
𝒓

𝜹
 

This influence function allows linearly varying contribution of the neighbors based 

on their proximity to the point of interest. Similar to equations (2.16) and (2.17), based on 

the dimension 𝑑, the following scaling factors are obtained for the constitutive model in 

equation (2.4) 
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𝛾 =

{
 
 

 
 3

2
[∫ ∫ (1 −

𝒓

𝜹
)
𝜉1
4

2𝑟4
𝑟𝑑𝑟𝑑𝜃

𝛿

0

2𝜋

0

]

−1

=
24

𝜋𝛿2
  for 𝑑 = 2 and

3

2
[∫ ∫ ∫ (1 −

𝒓

𝜹
)
𝜉1
4

2𝑟4
𝑟2 𝑠𝑖𝑛 𝜑 𝑑𝑟𝑑𝜑𝑑𝜃

𝛿

0

𝜋

0

2𝜋

0

]

−1

=
45

𝜋𝛿3
  for 𝑑 = 3.

 (2.18) 

Finally, for 2-D (𝑑 = 2), we substitute the scaling factor from equation (2.16) for 𝜔〈𝝃〉 =

1 and the constitutive tensor from equation (2.15) into the original proposed constitutive 

model (2.4) to obtain 

𝑄[𝒙]〈𝝃〉 =
𝜌[𝒙]

𝜇[𝒙]

4

𝜋𝛿2

𝝃. (𝑲[𝒙] −
1
4 𝑡𝑟(𝑲[𝒙])𝑰) . 𝝃

‖𝝃‖4
(Φ[𝒙′] − Φ[𝒙]), (2.19) 

−𝑄[𝒙′]〈−𝝃〉 =
𝜌[𝒙′]

𝜇[𝒙′]

4

𝜋𝛿2

𝝃. (𝑲[𝒙′] −
1
4 𝑡𝑟(𝑲[𝒙

′])𝑰) . 𝝃

‖𝝃‖4
(Φ[𝒙′] − Φ[𝒙]), (2.20) 

𝜕

𝜕𝑡
(𝜌[𝒙]∅[𝒙])

=
4

𝜋𝛿2
∫

𝝃. (
𝜌[𝒙]
𝜇[𝒙]

(𝑲[𝒙] −
1
4 𝑡𝑟

(𝑲[𝒙])𝑰) +
𝜌[𝒙′]

𝜇[𝒙′]
(𝑲[𝒙′] −

1
4 𝑡𝑟(𝑲[𝒙

′])𝑰)) . 𝝃

‖𝝃‖4
(Φ[𝒙′]

ℋ𝒙

−Φ[𝒙])𝑑𝐴𝒙′ + 𝑅[𝒙]. 

(2.21) 

For constant influence function 𝜔〈𝝃〉 = 1, equation (2.21) is the governing peridynamic 

equation of single fluid porous flow in an arbitrary heterogeneous two dimensional 

medium. Equation (2.21) is simplified for homogeneous and isotropic permeability, 

𝑲[𝒙] = 𝑲[𝒙′] = 𝜅𝑰 to obtain 

∂

∂𝑡
(𝜌[𝒙]∅[𝒙]) =

2

𝜋𝛿2
∫

(
𝜌[𝒙]
𝜇[𝒙]

+
𝜌[𝒙′]
𝜇[𝒙′]

)

‖𝝃‖2
(Φ[𝒙′] − Φ[𝒙])𝑑𝐴𝑥′ + 𝑅[𝒙]

ℋ𝑥

 (2.22) 

In the next subsection, we report the extension of the single-phase model to 

multicomponent-multiphase transport of fluid through porous media. 
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2.2.2. State-Based Peridynamic Formulation of Multicomponent-Multiphase 

Transport of Non-Newtonian and Compressible Fluid through Porous Media 

Consider the permeable body ℬ through which 𝑁𝑝 phases consisting of 𝑁𝑐 

components flow. Neglecting diffusive mass transport, the mass conservation equation for 

a component 𝛼 at any position 𝒙 ∈ ℬ and time t, using the classical theory is 

𝜕

𝜕𝑡
(∅[𝒙]∑ 𝑆𝛽[𝒙]𝜌𝛽[𝒙]𝑤𝛼𝛽[𝒙]

𝑁𝑝

𝛽=1

)

= −𝛻. (∑𝜌𝛽[𝒙]𝒖𝛽[𝒙]𝑤𝛼𝛽[𝒙]

𝑁𝑝

𝛽=1

) +∑𝑤𝛼𝛽[𝒙]𝑅𝛽[𝒙]

𝑁𝑝

𝛽=1

 

(2.23) 

with constraints 

∑𝑆𝛽[𝒙] =

𝑁𝑝

𝛽=1

1 (2.24) 

and 

∑𝑤𝛼𝛽[𝒙] = 1

𝑁𝑐

𝛼=1

, 𝛽 = 1,2, ……𝑁𝑝 (2.25) 

where 𝑆𝛽, 𝜌𝛽, and 𝑅𝛽 are the saturation, density, and mass source of phase 𝛽 respectively, 

𝑤𝛼𝛽 is the mass fraction of component 𝛼 in phase 𝛽, and 𝒖𝛽 is the phase volumetric flux 

obtained by extending Darcy’s law for the physical properties of respective phases; 

𝒖𝛽[𝒙] = −𝑲[𝒙]
𝑘𝑟𝛽[𝒙]

𝜇𝛽[𝒙]
∇Φ𝛽[𝒙]. (2.26) 

Here 𝑘𝑟𝛽 is the relative permeability of phase 𝛽, accounting for the reduction in 

permeability due to presence of the other phases, 𝜇𝛽 is the viscosity of phase 𝛽 and Φ𝛽 is 

the flow potential in phase 𝛽. 

Analogous to equation (2.3), we can represent the divergence of the mass flux of 

component 𝛼 in equation (2.23) by 
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−𝛻.(∑𝜌𝛽[𝒙]𝒖𝛽[𝒙]𝑤𝛼𝛽[𝒙]

𝑁𝑝

𝛽=1

) = lim
ℋ𝑥→0

∫ ∑(𝑄𝛼𝛽[𝒙]〈𝝃〉 − 𝑄𝛼𝛽[𝒙′]〈−𝝃〉) 𝑑𝑉𝑥′

𝑁𝑝

𝛽=1ℋ𝑥

 (2.27) 

We propose the following constitutive model to relate the mass flow state 𝑄𝛼𝛽[𝒙]〈𝝃〉 to the 

flow potential of phase 𝛽 

𝑄𝛼𝛽[𝒙]〈𝝃〉 = 𝑄𝛽[𝒙]〈𝝃〉 𝑤𝛼𝛽[𝒙] (2.28) 

where 

𝑄𝛽[𝒙]〈𝝃〉 =
𝛾

2
𝜔〈𝝃〉(

𝝃. �̂�𝛽[𝒙]. 𝝃

‖𝝃‖4
) (Φ𝛽[𝒙

′] − Φ𝛽[𝒙]) (2.29) 

and the constitutive tensor �̂�𝛽[𝒙] for respective phase is obtained in terms of material 

properties (medium permeability 𝑲[𝒙], relative phase permeability 𝑘𝑟𝛽[𝒙], phase density 

𝜌𝛽[𝒙] and phase viscosity 𝜇𝛽[𝒙]), by imposing an equality between the non-local 

peridynamic model in the limit of horizon size 𝛿 → 0 and the corresponding local model 

�̂�𝛽𝒊𝒋
[𝒙] = 𝜌𝛽[𝒙] (

𝑘𝑟𝛽[𝒙]

𝜇𝛽[𝒙]
) (𝐾𝑖𝑗[𝒙] −

1

2 + 𝑑
𝐾𝑘𝑘[𝒙]𝛿𝑖𝑗) (2.30) 

with constant scaling factor chosen the same as the single fluid formulation (Section 2.2.1). 

For example, in 2-dimensions and 𝜔〈𝝃〉 = 1, the above proposed constitutive model in 

equation (2.28) with appropriate scaling factor (equation (2.16)) becomes 

𝑄𝛼𝛽[𝒙]〈𝝃〉 =
4

𝜋𝛿2
𝜌𝛽[𝒙] (

𝑘𝑟𝛽[𝒙]

𝜇𝛽[𝒙]
)
𝝃. (𝑲[𝒙] −

1
4 𝑡𝑟

(𝑲[𝒙])𝑰) . 𝝃

‖𝝃‖4
(Φ𝛽[𝒙

′] − Φ𝛽[𝒙])𝑤𝛼𝛽[𝒙] (2.31) 

With a known constitutive model, the governing peridynamic equation for 

multicomponent-multiphase flow can be obtained from equations (2.23) and (2.27).  

For modeling multiphase fluid flow in reservoirs, generally three types of models 

are considered: compositional models, black-oil models, and immiscible two-phase models 

(Coats et al., 1998). In a compositional model, the composition of the hydrocarbon 
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components and water can strongly vary with space and time in different phases (aqueous, 

oleic, and gaseous). To track the phase compositions accurately, conservation equations 

for each of the components and appropriate equations of state are required, thereby making 

compositional models numerically expensive. A less complex alternative is the black-oil 

model which is detailed in the following subsection. 

2.2.2.1. Black-Oil Model 

In a black-oil model, there are three phases namely, aqueous, oleic, and gaseous. A 

black-oil model is applicable when pressure is below the bubble point and mass can be 

transferred between the two hydrocarbon phases (Chen et al., 2006). It is assumed that no 

mass is transferred between the aqueous and the other two phases. Gas solubility in oleic 

phase is assumed to depend only on pressure. Thus, all the hydrocarbons are represented 

by two pseudo hydrocarbon components, namely oil and gas. 

In the following discussion, the two subscripts in the variables refer to components 

and phases respectively, unless otherwise stated. In the first subscript, index 1, 2, and 3 

correspond to water, oil, and, gas components, respectively. In the second subscript, index 

1, 2, and 3 correspond to aqueous, oleic and gaseous phases respectively. It is assumed that 

water can occur only in the aqueous phase, whereas oil and gas components can occur in 

either of the two hydrocarbon phases. Thus, mass fractions translate as 

Aqueous phase: w11 = 1, w21 = 0, w31 = 0 

Oleic phase: w12 = 0, w22 = w22, w32 = 1-w22 

Gaseous phase: w13 = 0, w33 = w33, w23 = 1-w33 

(2.32) 

Neglecting capillary pressure (i.e., pressure difference between two immiscible 

phases due to surface and interfacial tension) between different phases, the LHS of 

equation (2.23) can be expanded as 
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𝜕

𝜕𝑡
(∅[𝒙]∑ 𝑆𝛽[𝒙]𝜌𝛽[𝒙]𝑤𝛼𝛽[𝒙]

𝑁𝑝

𝛽=1

)

= (∑𝑆𝛽[𝒙]𝜌𝛽[𝒙]𝑤𝛼𝛽[𝒙]

𝑁𝑝

𝛽=1

)∅[𝒙]𝑐𝑟
𝜕𝑝

𝜕𝑡

+ ∅[𝒙] [∑ (𝜌𝛽[𝒙]𝑤𝛼𝛽[𝒙]
𝜕𝑆𝛽[𝒙]

𝜕𝑡
+ 𝜌𝛽[𝒙]𝑆𝛽[𝒙]

𝜕𝑤𝛼𝛽[𝒙]

𝜕𝑡

𝑁𝑝

𝛽=1

+ 𝑆𝛽[𝒙]𝑤𝛼𝛽[𝒙]𝜌𝛽𝑐𝛽
𝜕𝑝𝛽

𝜕𝑡
)] 

(2.33) 

where 𝑐𝑟 and 𝑐𝑗 are the rock and phase compressibility respectively and are functions of 

pressure: 

𝑐𝑟(𝑝) =
1

∅

𝑑∅

𝑑𝑝
 (2.34) 

and 

𝑐𝛽(𝑝𝛽) =
1

𝜌𝛽

𝑑𝜌𝛽

𝑑𝑝𝛽
. (2.35) 

In equations (2.34) and (2.35), it is assumed that porosity is a function of pressure and 

phase densities are functions of phase pressures alone, which is generally applicable for 

reservoir engineering applications. For the black-oil model, equation (2.23) simplified with 

equations (2.27) and (2.33) can be solved with appropriate initial and boundary conditions 

and known material properties. The black-oil model can further be simplified to the 

immiscible two-phase flow model. 
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2.2.2.2. Immiscible Two-Phase flow 

Immiscible two-phase flow is a special case of black-oil model, in which there is 

no gaseous phase and no mass transfer takes place between phases. It is applicable when 

pressure is above the bubble point so that all the gas remains dissolved in oleic phase. The 

aqueous phase consists of only water component. Using the index notation described in the 

previous subsection, the above assumption translates into following mass fractions 

Aqueous phase: w11 = 1, w21 = 0, w31 = 0 

Oleic phase: w12 = 0, w22 = w22, w32 = 1-w22 
(2.36) 

(a) The Pressure Equation for Compressible Immiscible Two-Phase Flow 

Adding the conservation equations of the gas and oil components gives one 

mass conservation equation for the oleic phase. From equations (2.23), (2.27), and 

(2.33), the conservation equation for each phase takes the following form: 

𝜌𝛽[𝒙] [∅[𝒙]𝑆𝛽[𝒙] (𝑐𝑟
𝜕𝑝

𝜕𝑡
+ 𝑐𝛽

𝜕𝑝𝛽

𝜕𝑡
) + ∅[𝒙]

𝑑𝑆𝛽

𝑑𝑡
]

= ∫ (𝑄𝛽[𝒙]〈𝝃〉 − 𝑄𝛽[𝒙′]〈−𝝃〉) 𝑑𝑉𝑥′
ℋ𝑥

+ 𝑅𝛽[𝒙], 𝛽 = 1,2. 
(2.37) 

We divide equation (2.37) by 𝜌𝛽[𝒙] and sum-up the resulting equation for both the phases 

to obtain 

𝑐𝑟∅[𝒙]
𝜕𝑝

𝜕𝑡
+ ∅[𝒙]∑ 𝑐𝛽𝑆𝛽[𝒙]

𝜕𝑝𝛽

𝜕𝑡

2

𝛽=1

= ∑
1

𝜌𝛽[𝒙]
∫ (𝑄𝛽[𝒙]〈𝝃〉 − 𝑄𝛽[𝒙′]〈−𝝃〉) 𝑑𝑉𝑥′
ℋ𝑥

2

𝛽=1

+ 𝑞𝑡[𝒙] 

(2.38) 

where 𝑝 is the total pressure, 𝑝𝛽 is the phase pressure and 𝑞𝑡[𝒙] = (
𝑅1[𝒙]

𝜌1[𝒙]
+
𝑅2[𝒙]

𝜌2[𝒙]
). 

Generally, total pressure is considered as the pressure in the aqueous phase and that the 

phase pressure in the oleic phase is obtained by accounting for capillary pressure. 
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Relationships such as Brooks-Corey curves (Brooks and Corey, 1964) are used to calculate 

capillary pressure in terms of the aqueous phase saturation. 

𝑝 = 𝑝1 

𝑝2 = 𝑝1 + 𝑝𝑐,21 

𝑝𝑐,21 = 𝑓(𝑆1) 

(2.39) 

where 𝑝𝑐,21 refers to the capillary pressure between phases 1 and 2. 

In the process of simplifying the integral term in RHS of equation (2.38), we 

introduce the phase mobility 𝜆𝛽 = 𝑘𝑟𝛽/𝜇𝛽. For tractability of the equations, we further 

choose to simplify the integral term for a two-dimensional problem with homogeneous and 

isotropic permeability and 𝜔〈𝝃〉 = 1. The pressure and gravitational head scalar-states are 

defined respectively for each phase as: 

𝑃𝛽[𝒙]〈𝝃〉 = 𝑝𝛽[𝒙
′] − 𝑝𝛽[𝒙], 𝐻𝛽[𝒙]〈𝝃〉 = 𝑔(𝜌𝛽[𝒙

′]𝑧[𝒙′] − 𝜌𝛽[𝒙]𝑧[𝒙]) (2.40) 

where 𝑔 is the acceleration due to gravity, and 𝑧 is the height measured from a reference 

datum. 

Thus, the equation (2.38) becomes 

𝑐𝑟∅[𝒙]
𝜕𝑝

𝜕𝑡
+ ∅[𝒙]∑ 𝑐𝛽𝑆𝛽[𝒙]

𝜕𝑝𝛽

𝜕𝑡

2

𝛽=1

=
2𝜅

𝜋𝛿2
[∫ (

𝜌𝛽[𝒙
′]

𝜌𝛽[𝒙]
𝜆𝛽[𝒙

′]
ℋ𝑥

+ 𝜆𝛽[𝒙])
(𝑃𝛽[𝒙]〈𝝃〉 + 𝐻𝛽[𝒙]〈𝝃〉)

‖𝝃‖2
𝑑𝐴𝑥′] + 𝑞𝑡[𝒙]. 

(2.41) 

Equation (2.41) is the pressure equation for compressible two-phase immiscible flow. 

(b) The Pressure Equation for Incompressible Immiscible Two-Phase Flow 

Another simplifying assumption is to consider the rock and the two fluid phases 

incompressible, i.e. 𝑐𝑟 = 𝑐1 = 𝑐2 = 0. The pressure equation (2.41) then reduces to 
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2𝜅

𝜋𝛿2
[∫ 𝑀𝜌𝜆𝛽

[𝒙, 𝒙′]
(𝑃𝛽[𝒙]〈𝝃〉 + 𝐻𝛽[𝒙]〈𝝃〉)

‖𝝃‖2
𝑑𝐴𝑥′

ℋ𝑥

] + 𝑞𝑡[𝒙] = 0 (2.42) 

where 

𝑀𝜌𝜆𝛽
[𝒙, 𝒙′] = (

𝜌𝛽[𝒙
′]

𝜌𝛽[𝒙]
𝜆𝛽[𝒙

′] + 𝜆𝛽[𝒙]) (2.43) 

For better decoupling of the pressure equation from the saturation equation, we follow 

Chavent and Jaffre (1986) and Aarnes et al. (2007) and define a global pressure as 𝑝∗ =

𝑝2 − 𝑝𝑐 that contains the saturation-dependent pressure terms 𝑝𝑐 (capillary pressure) 

defined as 

𝑝𝑐 = ∫ 𝑓1(𝜁)
𝑆1

1

𝜕𝑝𝑐21(𝜁)

𝜕𝜁
𝑑𝜁, 𝑓1 =

𝑀𝜌𝜆1

[𝑀𝜌𝜆1
+𝑀𝜌𝜆2

]
 

⇒ 𝑝𝑐[𝒙
′] − 𝑝𝑐[𝒙] = 𝑓1(𝑃𝑐21[𝒙

′] − 𝑃𝑐21[𝒙]) 

⇒ (𝑀𝜌𝜆1
+𝑀𝜌𝜆2

) 𝑝𝑐(𝑆1)[𝒙]〈𝝃〉 = 𝑀𝜌𝜆1
𝑃𝑐21(𝑆1)[𝒙]〈𝝃〉 

(2.44) 

 

where 𝑃𝑐[𝒙]〈𝝃〉 = 𝑝𝑐[𝒙
′] − 𝑝𝑐[𝒙], 𝑃𝑐21[𝒙]〈𝝃〉 = 𝑃𝑐21[𝒙

′] − 𝑃𝑐21[𝒙]. Thus, the pressure 

equation (2.42) simplifies to 

4𝜅

𝜋𝛿2
[∫ ((𝑀𝜌𝜆1

+𝑀𝜌𝜆2
)
𝑃∗[𝒙]〈𝝃〉

‖𝝃‖2
+
(𝑀𝜌𝜆1

𝐻1[𝒙] + 𝑀𝜌𝜆2
𝐻2[𝒙]) 〈𝝃〉

‖𝝃‖2
)𝑑𝐴𝑥′

ℋ𝑥

]

+ 𝑞𝑡[𝒙] = 0 

(2.45) 

in only one pressure, 𝑝∗ with 𝑃∗[𝒙]〈𝝃〉 = 𝑝∗[𝒙′] − 𝑝∗[𝒙]. 

(c) The Saturation Equation for Incompressible Immiscible Two-Phase Flow 

Along with phase pressures, the phase saturations also need to be determined. For 

the two–phase flow case, the unknown saturations are of aqueous (𝑆1) and oleic (𝑆2) 
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phases. However, the phase saturations are constrained by equation (2.24), so only one of 

the two phase-saturations needs to be determined and the common practice is to solve for 

𝑆1. From equation (2.37), the mass conservation equation for water component, with the 

incompressible rock and fluid assumption, is 

∅[𝒙]
𝑑𝑆1
𝑑𝑡

=
4𝜅

𝜋𝛿2
∫ 𝑀𝜌𝜆1

(𝑃∗[𝒙]〈𝝃〉 −
𝑀𝜌𝜆2
𝑀𝜌𝜆1

𝑝𝑐[𝒙]〈𝝃〉) + 𝐻1[𝒙]〈𝝃〉

‖𝝃‖2
𝑑𝐴𝑥′

ℋ𝑥

+ 𝑅1[𝒙] 

(2.46) 

which serves as the saturation equation for incompressible immiscible two-phase flow. The 

pressure equation (2.45) is solved with the saturation dependent properties and the 

saturation equation is solved with the global pressure obtained from the pressure equation 

(2.45). 

2.3. MODEL VERIFICATION 

We verify the peridynamics multiphase flow model by solving the immiscible 

displacement of one fluid by another. One-dimensional flow is solved in a uniform 

horizontal reservoir with a fluid injection source at one end and a production sink at the 

other. For simplicity, it is assumed that the rate of fluid injection and the rate of fluid 

production at the respective ends are the same.  

The model presented in this chapter can simulate complex fluids since it accounts 

for compressible and non-Newtonian behavior. In this section, two verification problems 

are considered – one in which Newtonian water displaces Newtonian oil and the other in 

which a non-Newtonian polymer solution displaces Newtonian oil. In the petroleum 

engineering community, these two displacement processes are known as ‘water flood’ and 

‘polymer flood’ respectively. The fluids are assumed to be slightly compressible in both 

the problems. 
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2.3.1. Problem 1: Immiscible displacement of a Newtonian fluid (oil) by another 

Newtonian fluid (water) ─ Water flood 

A schematic of this verification problem is shown in Figure 2.1. The model 

parameters are summarized in Table 2.1. A Brooks-Corey relationship (Brooks and Corey, 

1964) is assumed for calculating relative permeability of the two phases: 

𝑘𝑟𝑤(𝑆𝑤) = 𝑘𝑟𝑤
0 ∗ (𝑆𝑤𝐷)

𝑁𝑤  (2.47) 

𝑘𝑟𝑜(𝑆𝑤) = 𝑘𝑟𝑜
0 ∗ (1 − 𝑆𝑤𝐷)

𝑁𝑜 (2.48) 

where 𝑆𝑤 is water saturation, krw
0 and kro

0 are end-point relative permeabilities, and Nw and 

No are relative permeability exponents of aqueous and oleic phase respectively. SwD is 

dimensionless water saturation and is defined as: 

𝑆𝑤𝐷 =
𝑆𝑤 − 𝑆𝑤𝑟

1 − 𝑆𝑜𝑟 − 𝑆𝑤𝑟
. (2.49) 

where 𝑆𝑤𝑟 and 𝑆𝑜𝑟 are residual saturations of water and oil respectively. 

 

Figure 2.1. Schematic of water flood process. Cooler colors represent higher saturations 

of water, whereas warmer colors represent higher saturations of oil (scale in 

the width direction is highly exaggerated) 
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Table 2.1. Simulation parameters for the water flood problem 

Length of domain, Lx (m) 200 

Porosity, ∅ 0.3 

Permeability, κ (m2) 1e-13 

Initial pressure, Pini (Pa) 20e6 

Initial water saturation, Sw, ini 0.0 

Residual saturations of both fluids, Swr and Sor 0.0 

End-point relative permeability for both fluids, krw and kro 1.0 

Relative permeability exponents for both fluids, Nw and No 2 

Density of both fluids, ρw and ρo (kg/m3) 1 

Viscosity of both fluids, µw and µo (Pa s) 0.001 

Rate of injection and production, Q (kg/s) 4e-5 

2.3.1.1. Numerical discretization 

The computational domain is discretized into uniform grid cells of size Δx = Δy = 

Δz = Lx/nx, where Lx is the length of the domain and nx is the number of grid cells in x-

direction. Since our objective is to simulate 1-D flow, there is just one cell in y- and z- 

directions. One computational node is assumed at the center of each grid cell and is 

assigned a volume equivalent to that of one cell, (Δx)3. 

2.3.1.2. Analytical local solution 

The mobility ratio for an immiscible displacement process is defined as: 

𝑀 =
𝑀𝑤

𝑀𝑜
=
𝑘𝑟𝑤 µ𝑤⁄

𝑘𝑟𝑜 µ𝑜⁄
 (2.50) 

where 𝑀𝑤 and 𝑀𝑜 are the mobilities of aqueous and oleic phases respectively. 
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For M ≤ 1, a piston-like displacement occurs which is characterized by the 

formation of a shock-front. As in-situ fluid (oil in the current problem) is displaced, it 

moves from injector well towards the producer well. Before the shock-front reaches the 

producer well, only in-situ fluid is produced. When it has reached the producer well, the 

displacing fluid (water in the current problem) breaks through and both fluids are produced 

thereafter. 

Neglecting gravity and capillary pressure between the aqueous and oleic phases, 

the analytical local solution can be obtained by using the fractional flow theory established 

by Buckley and Leverett (1941). For completeness, the steps for finding the analytical local 

solution have been summarized here. 

• Fractional flow of water phase is given as: 

𝑓𝑤(𝑆𝑤) =
𝑞𝑤

𝑞𝑤 + 𝑞𝑜
=

𝑘𝑟𝑤(𝑆𝑤)/µ𝑤
𝑘𝑟𝑤(𝑆𝑤)/µ𝑤 + 𝑘𝑟𝑜(𝑆𝑤)/µ𝑜

 (2.51) 

• The water saturation at the shock front (𝑆𝑤𝑓) is obtained by solving the following 

equation: 

𝜕𝑓𝑤
𝜕𝑆𝑤

|
𝑆𝑤𝑓

=
𝑓𝑤𝑓

𝑆𝑤𝑓 − 𝑆𝑤,𝑖𝑛𝑖
 (2.52) 

• The dimensionless position of the shock front from the injector (𝑥𝐷𝑓) at any 

dimensionless time (𝑡𝐷) is determined as: 

𝑥𝐷𝑓 =
𝜕𝑓𝑤
𝜕𝑆𝑤

|
𝑆𝑤𝑓

∗ 𝑡𝐷 . (2.53) 

where xD and tD are defined as: 
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𝑥𝐷 =
𝑥

𝐿𝑥
 (2.54) 

𝑡𝐷 =
𝑄 ∗ 𝑡

𝜌 ∗ 𝑃𝑉
 (2.55) 

where Q is the injection rate (kg/s), 𝜌 is density of injected fluid (kg/m3), and PV is 

the pore volume injected (m3) (= Porosity * domain volume). 

• The reservoir behind the shock front is swept by water, thereby increasing water 

saturation in that region. For all water saturations greater than the shock front water 

saturation obtained in equation (2.52), (𝜕𝑓𝑤/𝜕𝑆𝑤)|𝑆𝑤 is calculated by 

differentiating equation (2.51). 

• At a given 𝑡𝐷, the dimensionless position (𝑥𝐷) of each water saturation greater than 

the shock front water saturation can be calculated as: 

𝑥𝐷 =
𝜕𝑓𝑤
𝜕𝑆𝑤

|
𝑆𝑤

∗ 𝑡𝐷 (2.56) 

• The reservoir ahead of the shock front has not been swept by water yet. Thus, in 

the region ahead of the shock-front: 

𝑆𝑤 = 𝑆𝑤,𝑖𝑛𝑖 (2.57) 

2.3.1.3. Peridynamic solution 

Figure 2.2 shows the analytical local and peridynamic solutions to the classical 

Buckley Leverett problem for M=1. Dimensionless water saturation is plotted against 

dimensionless distance from the injector well at dimensionless time = 0.2.  
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(a) 

 
(b) 

Figure 2.2. Analytical local and peridynamic (PD) saturation profiles for water flood 

problem. (a): before breakthrough (at tD = 0.2). (b): after breakthrough (at tD 

= 1.2). m is the number of non-local neighbors for each cell (described in 

more detail in Section 2.3.1.4)  

The sharp discontinuity in analytical local solution is the shock-front described in 

Section 2.3.1.2. Except for the smearing of the shock-front in Figure 2.2a, the peridynamic 

solution matches water saturation from the analytical local solution very well, both behind 

and ahead of the shock-front, and both before and after the breakthrough. It should be noted 

that the smearing of the shock-front is a characteristic of the non-local contributions to 

diffusion terms in equations (2.1) and (2.23). These non-local contributions become 

smaller as the horizon size is shrunk (Bobaru and Ha, 2011). Using the curves shown in 
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these figures, a convergence study for the waterflood problem is discussed in the next 

subsection. 

2.3.1.4. Convergence study 

Peridynamics is a non-local formulation and accounts for interactions from all its 

neighboring nodes within a characteristic length scale, called horizon (δ). If a 1-D domain 

is discretized into uniform cell size of length Δx, the number of non-local neighbors to each 

cell is m (=δ/Δx) in each direction. 

The non-local peridynamic solution converges to the local solution in the limit of δ 

going to zero and m being infinitely large simultaneously. Such a convergence study is 

referred to as δ-m convergence study (Bobaru et al, 2009). Please note that this study is 

different from the m-convergence study taken up in Katiyar et al. (2014). The objective in 

that work was to find an optimum choice for both δ and m by varying m for different values 

of δ. The objective here is to show that the local solution can be recovered from non-local 

solution in the limiting case. 

Four cases were considered with successively smaller δ and larger m. The values 

for these parameters are given in Table 2.2. 

Table 2.2. Horizon size (δ) and number of non-local neighbors (m) for convergence study 

Case Horizon size (δ) Number of non-local neighbors (m) 

1 0.80 m 2 

2 0.60 m 3 

3 0.40 m 4 

4 0.25 m 5 
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Figure 2.3 demonstrates the convergence of non-local solution towards the local 

solution by plotting relative differences for the four cases. With reference to Figure 2.2, 

relative difference is defined as: 

Relative difference =
∑ |𝑆𝑤,𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 − 𝑆𝑤,𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙|𝑥

𝐴𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙
∗ 100 (2.58) 

where 𝐴𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 is the area under the analytical local curves in Figure 2.2. 

 

Figure 2.3. Relative difference in water saturation profile as horizon size (δ) decreases 

and number of non-local neighbors (m) increases simultaneously as shown 

in Table 2.2. 

A higher number of non-local neighbors requires higher computational resources 

owing to denser coefficient matrices. Thus, unless otherwise stated, we use m=3 in the 

subsequent simulations to get a reasonably accurate non-local solution, while retaining a 

low computational cost. The choice of this value of m comes from our experience gained 

so far with peridynamic simulations. 
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2.3.2. Problem 2: Immiscible displacement of a Newtonian fluid (oil) by a non-

Newtonian fluid (polymer) – Polymer flood 

In this verification problem, Newtonian oil is displaced by a shear-thinning polymer 

solution and a schematic is shown in Figure 2.4. Polymer solution is injected at different 

rates to study the effect of injection rate on oil recovery. Except for the viscosity of the 

displacing fluid and the injection and production rates, the rest of the parameters remain 

the same as in verification problem 1 and are summarized in Table 2.3. Power law 

relationship is assumed between polymer viscosity and shear rate: 

µ𝑝 = 𝐻 ∗ (�̇�)𝑛−1 (2.59) 

where µ𝑝 is the polymer viscosity, �̇� is the shear rate, H is the intrinsic viscosity, and n is 

the power law exponent.   

 

Figure 2.4. Schematic of polymer flood process. Cooler colors represent higher 

saturations of polymer, whereas warmer colors represent higher saturations 

of oil (scale in vertical direction is highly exaggerated) 
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Table 2.3. Simulation parameters for the polymer flood problem 

Length of domain, Lx (m) 200 

Porosity, ∅ 0.3 

Permeability, κ (m2) 1e-13 

Initial pressure, Pini (Pa) 20e6 

Initial polymer saturation, Sw, ini 0.0 

Residual saturations of both fluids, Swr and Sor 0.0 

End-point relative permeability for both fluids, krw and kro 1.0 

Relative permeability exponents for both fluids, Nw and No 2 

Density of both fluids, ρw and ρo (kg/m3) 1 

Viscosity of oil, µo (Pa s) 1e-3 

Intrinsic viscosity of polymer, H (Pa s) 1e-3 

Power law exponent, n 0.5 

Rate of injection and production, Q (kg/s) 
4e-5 in fast injection rate 

4e-6 in slow injection rate 

2.3.2.1. Analytical local solution 

Following the incompressibility assumption, total flow of both the fluids at any 

cross-section should remain constant with time and should be equal to the injection rate: 

𝑢(𝑡) = 𝑢𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑢𝑜𝑖𝑙 + 𝑢𝑝𝑜𝑙𝑦𝑚𝑒𝑟 (2.60) 

Using Darcy’s law, flow rates of oil and polymer solution can be written as: 

𝑢𝑜𝑖𝑙 = −𝜅
𝑘𝑟,𝑜𝑖𝑙
µ𝑜𝑖𝑙

𝜕𝑃

𝜕𝑥
 (2.61) 

𝑢𝑝𝑜𝑙𝑦𝑚𝑒𝑟 = −𝜅
𝑘𝑟,𝑝𝑜𝑙𝑦𝑚𝑒𝑟

µ𝑝𝑜𝑙𝑦𝑚𝑒𝑟

𝜕𝑃

𝜕𝑥
 (2.62) 
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We used the relationship for equivalent non-Newtonian viscosity derived by Wu et 

al. (1991). Combining the above three equations with the constitutive relations (2.47), 

(2.48), and (2.59), they plotted the pressure gradients as a function of non-Newtonian fluid 

saturation (polymer saturation) for different injection rates. 

Figure 2.5 demonstrates that at faster injection rates of the polymer, the pressure 

gradients are higher for any given polymer saturation. This leads to higher shear rates, 

which in turn result in lower viscosity of the shear thinning polymer. From Buckley-

Leverett analysis, it is known that lower viscosity of the displacing fluid leads to reduced 

sweep efficiency and hence less oil recovery. This idea is used to verify the peridynamic 

solution for immiscible displacement by a non-Newtonian fluid. 

 

Figure 2.5. Pressure gradient as a function of non-Newtonian fluid (polymer solution) 

saturation in a polymer flood (Wu et al., 1991). In that study, it is assumed 

that u3 > u2 > u1. 
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2.3.2.2. Peridynamic solution 

Figure 2.6 shows the saturation profiles for two different injection rates before the 

displacing polymer solution breaks through at the producer well. Again, except for the 

smearing of the shock-front, the peridynamics solution captures the polymer saturation 

very well both behind and ahead of the shock-front. 

 

(a) 

 

(b) 

Figure 2.6. Analytical local and peridynamic (PD) saturation profiles before breakthrough 

(at tD = 0.2) for polymer flood problem. (a) at fast injection rate (4e-5 kg/s), 

(b) at slow injection rate (4e-6 kg/s) 
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Figure 2.7 shows the saturation profiles for the same injection rates after the 

polymer solution breaks through the producer well. 

 

(a) 

 

(b) 

Figure 2.7. Analytical local and peridynamic (PD) saturation profiles after breakthrough 

(at tD = 0.2) for polymer flood problem. (a) at fast injection rate (4e-5 kg/s), 

(b) at slow injection rate (4e-6 kg/s) 

Figure 2.8 shows the recovery plots for the corresponding injection rates. There is 

an excellent match with the analytical local solution in these plots. At slower injection rate, 

the peridynamic simulations predict a higher oil recovery which is consistent with the 

findings of Wu et al. (1991). 



 52 

 

(a) 

 

(b) 

Figure 2.8. Analytical local and peridynamic (PD) recovery plots for polymer flood 

problem. (a) at fast injection rate (4e-5 kg/s), (b) at slow injection rate (4e-6 

kg/s) 
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2.3.2.3. Convergence study 

Following the same procedure as outlined in Section 2.3.1.4, Figure 2.9 has been 

obtained to show the convergence of non-local solution towards the analytical local 

solution. The differences in this case are larger compared to those in the waterflood 

problem (Figure 2.3) because the shock-front is smeared out further. However, they are 

still within the acceptable range of errors for engineering applications and more accurate 

results can be obtained at the expense of higher computational resources. 

 

Figure 2.9. Relative difference in polymer saturation profile as horizon size (δ) decreases 

and number of non-local neighbors (m) increases simultaneously as shown 

in Table 2.2. 

Figure 2.10 shows the relative differences in oil recovery at tD = 0.2 PV. It should 

be noted that although the shock-fronts in the saturation profiles are smeared out further, 

the relative differences in oil recovery are negligible. This signifies that the mass 

conservation is honored in these simulations. 
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Figure 2.10. Relative difference in oil recovery as horizon size (δ) decreases and number 

of non-local neighbors (m) increases simultaneously as shown in Table 2.2. 

2.4. CONCLUSIONS 

In Katiyar et al. (2014), a state-based peridynamic formulation for single phase 

convective transport of a fluid with small, constant compressibility and Newtonian flow 

characteristics was presented. In this chapter, we have generalized the model to multi-

phase, multi-component fluids showing varying compressibility and non-Newtonian 

behavior. These non-local fluid flow models have been derived for applications to our 

peridynamics-based hydraulic fracturing simulator (Ouchi, 2016), which are presented in 

Chapter 3 of this dissertation. Thus, we have chosen to simplify the derived equations for 

different kinds of multiphase models used in petroleum engineering. A compositional 

model is not presented because of its associated computational costs. Less expensive 

models such as black-oil and immiscible two-phase flow models are presented in detail. 

We have demonstrated application of the multiphase model by solving 1-D linear, 

immiscible displacement of oil by water (water flood) and by a shear-thinning polymer 

(polymer flood). Saturation profiles show a characteristic shock front in such problems, 

which is smeared out in our peridynamic solutions due to it being a non-local formulation. 
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A δ-m convergence study is performed to recover the analytical local solution from the 

numerical non-local solution by shrinking the horizon size (δ) and increasing the number 

of non-local neighbors (m) simultaneously. Thus, saturation profiles retrieve the shock 

front for the two problems. Moreover, convergence of oil recovery plots to the analytical 

local solution verifies overall mass conservation in the proposed non-local model. In the 

polymer flood problem, our simulations also capture the observation that oil recovery 

decreases at higher injection rates of a shear-thinning polymer. 

We validated our peridynamics model in higher dimensions with laboratory-scale 

hydraulic fracturing experiments involving multiple phases. This work is discussed in 

Chapter 3. 
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CHAPTER 3: DEVELOPMENT OF AN IMMISCIBLE TWO-PHASE 

PERIDYNAMICS-BASED HYDRAULIC FRACTURING MODEL* 

3.1. INTRODUCTION 

In this chapter, we develop an immiscible, two-phase hydraulic fracturing model 

by generalizing the single-phase hydraulic fracturing model developed by Ouchi et al. 

(2015). The immiscible two-phase fluid flow model presented in Chapter 2 is used for this 

purpose. Although we derived the more computationally expensive compositional, and 

black-oil fluid flow formulations, an immiscible two-phase hydraulic fracturing model is 

developed for computational tractability. However, either or both phases can be non-

Newtonian or compressible. Hydrocarbon reservoirs typically have in-situ fluids in three 

different phases – namely, aqueous, oleic, and gaseous. If the subsurface pressure is above 

the bubble point, the gaseous phase remains soluble in the oleic phase, such that there is 

only one hydrocarbon phase in addition to the aqueous phase. In such cases, an immiscible 

two-phase model is used to simulate the flow of reservoir fluids. 

In the following section, the modifications to the single-phase peridynamics-based 

hydraulic fracturing model reviewed in Chapter 1 are presented. New governing equations 

for the transport of pore fluids are developed and the corresponding constitutive relations 

are modified. In the subsequent section, we validate our immiscible two-phase hydraulic 

fracturing model against our laboratory experiments conducted on specimens with different 

initial saturations of the pore fluids. Since analytical solutions are not available for the 

verification of the multiphase hydraulic fracturing models, these experiments present a 

unique opportunity to validate our model. 

*Agrawal, S; Ouchi, H; AlTammar, M; and Sharma, M.M. 2018. “Mechanistic Explanation of the Impact of 

Pore Pressure on Hydraulic Fracture Propagation.” in 52nd U.S. Rock Mechanics/Geomechanics 

Symposium. Agrawal extended the fracturing simulator developed by Ouchi and conducted and documented 

the research. AlTammar provided the experimental expertise and Sharma supervised on the paper. 
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3.2. MATHEMATICAL MODEL 

The modifications to the existing hydraulic fracturing model presented in this 

section assumes that the pore space is occupied by two immiscible phases (Figure 3.1). 

Although aqueous and oleic terminology is used for the phases, they can represent any 

general compressible, non-Newtonian fluids, such as glycerine and air in Section 3.3. In 

the single-phase hydraulic fracturing simulator, each element could potentially have five 

primary unknowns corresponding to x-, y-, and z- displacements, matrix pore pressure P, 

and fracturing fluid pressure Pf (Ouchi 2016). The displacements, matrix pore pressure, 

and fracturing fluid pressure are contributed by the rock momentum balance, pore fluid 

mass balance, and fracturing fluid mass balance equations, respectively.  In the immiscible 

two-phase simulator, each element has an additional unknown corresponding to the water 

saturation Sw, which is solved for using another pore fluid mass balance equation for the 

second phase. As explained in the development of the original fracturing model, the 

fracturing fluid pressure Pf is solved for only in the elements that have a fracture space. 

Thus, as a hydraulic fracture propagates, the number of primary unknowns adaptively 

increases from five to six. 

Next, we present the additional governing equations and constitutive relations 

implemented in our hydraulic fracturing model, which are solved in combination with those 

reviewed in Chapter 1. 
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Figure 3.1. Immiscible two-phase hydraulic fracturing simulator (adapted from Ouchi, 

2016) 

3.2.1. Momentum conservation for the rock and the damage model 

The formulation for rock deformation and the damage model are unaffected by 

whether the pore fluids comprise a single phase or multiple phases. Thus, the corresponding 

equations are the same as those in Sections 1.6.1 and 1.6.2. 

3.2.2. Mass conservation for the pore fluid 

The mass balance equations for the aqueous and oleic phases in the pore space are 

solved along with the relative permeability equations (2.47), (2.48), and (2.49) and the 

constraint equation (2.24) forcing a unit sum of the two saturations. Although our 

generalized fluid flow formulation in Chapter 2 accounted for the capillary pressure 

between different phases, we choose to neglect the same in the development of our two-

phase hydraulic fracturing simulator. 
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3.2.2.1. Aqueous phase 

The accumulation term in the mass balance equation of the aqueous phase accounts 

for its saturation. The leak-off term is multiplied by a binary factor depending on whether 

the fracturing fluid is an aqueous phase or an oleic phase. 

𝜕

𝜕𝑡
(𝜌𝑤[𝒙]𝑆𝑤[𝒙]𝜙[𝒙]) = ∫ (𝑄𝑤[𝒙]〈𝝃〉 − 𝑄𝑤[𝒙′]〈−𝝃〉) 𝑑𝑉𝒙′

ℋ𝑥

+ 𝑅𝑤[𝒙] + 𝜒𝐼𝑤[𝒙] (3.1) 

where the various quantities are as described in Section 1.5.2 and the subscript 𝑤 refers to 

the aqueous phase. 𝜒 is a binary factor, which is 1 if an aqueous based fluid is used for 

fracturing and 0 otherwise. 

 Compared to the constitutive relation for the single-phase mass flow scalar state in 

equation (1.13), those for the two-phase flow in equations (3.2) and (3.5) are multiplied by 

the respective relative permeabilities to account for the reduction in permeability due to the 

presence of the other phase. 

𝑄𝑤[𝒙]〈𝝃〉 =
𝛾𝑘𝑟𝑤
2𝜇𝑤

𝜔〈𝝃〉𝜌𝑤
𝝃𝕂[𝒙, 𝒙′]𝝃

||𝝃||
4 (Φ[𝒙′] − Φ[𝒙]) (3.2) 

The leak-off terms in equations (3.3) and (3.6) are also scaled by the phase relative 

permeability. 

𝐼𝑤[𝒙] = −
𝜌𝑤[𝒙]𝑘𝑙𝑒𝑎𝑘𝐴

𝑉𝜇𝑤

𝑑𝑃

𝑑𝑙
=
𝜌𝑤[𝒙]𝑘𝑟𝑤𝑘𝑙𝑒𝑎𝑘Δ𝐴𝑝[𝒙](Φ𝑓[𝒙] − Φ[𝒙])

Δ𝑉[𝒙]𝜇𝑤(𝑙𝑝/2)
 (3.3) 

3.2.2.2. Oleic phase 

The formulation for the oleic phase in the pore space is similar to that for the 

aqueous phase. 

𝜕

𝜕𝑡
(𝜌𝑜[𝒙]𝑆𝑜[𝒙]𝜙[𝒙]) = ∫ (𝑄𝑜[𝒙]〈𝝃〉 − 𝑄𝑜[𝒙′]〈−𝝃〉) 𝑑𝑉𝒙′

ℋ𝑥

+ 𝑅𝑜[𝒙] + (1 − 𝜒)𝐼𝑜[𝒙] (3.4) 
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𝑄𝑜[𝒙]〈𝝃〉 =
𝛾𝑘𝑟𝑜
2𝜇𝑜

𝜔〈𝝃〉𝜌𝑜
𝝃𝕂[𝒙, 𝒙′]𝝃

||𝝃||
4 (Φ[𝒙′] − Φ[𝒙]) (3.5) 

 

𝐼𝑜[𝒙] = −
𝜌𝑜[𝒙]𝑘𝑙𝑒𝑎𝑘𝐴

𝑉𝜇𝑜

𝑑𝑃

𝑑𝑙
=
𝜌𝑜[𝒙]𝑘𝑟𝑜𝑘𝑙𝑒𝑎𝑘Δ𝐴𝑝[𝒙](Φ𝑓[𝒙] − Φ[𝒙])

Δ𝑉[𝒙]𝜇𝑜(𝑙𝑝/2)
 (3.6) 

3.2.3. Mass conservation for the fracturing fluid 

We assume the fracturing fluid to be comprised of a single-phase. However, to 

simulate fracturing with non-aqueous fluids, we incorporate a binary switch 𝜒 to select the 

phase of the fracturing fluid. 

𝐼[𝒙] = 𝜒𝐼𝑤[𝒙] + (1 − 𝜒)𝐼𝑜[𝒙] (3.7) 

The rest of the treatment for modeling fluid flow in a fracture remains the same as 

described in Section 1.6.4. 

3.3. EXPERIMENTAL VALIDATION 

Production of fluids from a reservoir reduces the pore pressure and creates pressure 

gradients in the rock. This modifies the stress state from its initial in-situ condition 

(Warpinski and Branagan, 1989; Wright et al., 1994). Numerous field studies have reported 

this phenomenon in the literature (Siebrits et al., 2000; Weng and Siebrits, 2007; Roussel 

and Sharma, 2012). In addition, laboratory experiments are often performed to understand 

the underlying mechanisms (Bruno and Nakagawa, 1991; Liu et al., 2008). Further insights 

into refracturing process are obtained by mathematical modeling and numerical 

simulations (Berchenko and Detournay, 1997; Wang et al., 2013; Agrawal and Sharma 

2018). 

Bruno and Nakagawa (1991) conducted fracturing experiments in the presence of 

a non-uniform pore pressure field and isotropic stresses. They observed that both 

mechanical and hydraulic fractures are attracted to the high pore pressure region. Their 
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observations were justified by Berchenko and Detournay (1997) based on a deviation of 

the maximum stress trajectory towards the injector well. Recently, fracture propagation in 

the presence of different configurations of injection sources has been studied 

experimentally by AlTammar et al. (2018). It should be noted that all these laboratory 

experiments were conducted at low confining stresses. Under these conditions the tensile 

strength of the rock controls fracture propagation (not the total stress). In the field, where 

confining stresses are high (much higher than the tensile strength of the rock) fracture 

opening is dominated by the total stress (not the tensile strength of the rock). In such cases 

a reduction in pore pressure causes a reduction in the total stress, resulting in the fractures 

being attracted to regions of low pore pressure. 

In this section, we validate our immiscible two-phase hydraulic fracturing simulator 

by comparing the simulation results with experiments and explain them using an effective 

stress law. We also investigate the effect of pore pressure, fluid injection scheme, saturation 

conditions, and applied stress on fracture growth in a low far-field stress environment. 

3.3.1. Simulation setup 

The experiments simulated in this work were performed on both dry and saturated 

synthetic specimens using glycerin as the fracturing fluid (AlTammar et al., 2018). Samples 

are modeled with air as the initial saturating fluid. Corey-type relative permeability curves 

are assumed with glycerin as the wetting phase and air as the non-wetting phase (Figure 

3.2). These curves are chosen because they are typical of a water-wet rock with two 

immiscible fluids. A far-field stress was applied to the left and right boundaries, whereas 

the top and bottom boundaries were at constant atmospheric stress (Figure 3.3). Thus, the 

maximum stress acts along the x-axis (horizontal) and the minimum stress acts along the 
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y-axis (vertical) in all the simulations. The main experimental and simulation parameters 

are summarized in Table 3.1. 

 

Figure 3.2. Relative permeability curves for the two phases. Glycerin is the wetting phase 

and air is the non-wetting phase. 

Table 3.1. Experimental and simulation parameters 

Specimen length in each direction, L (m) 0.15 

Horizontal stress, SH (MPa) Variable 

Vertical stress, SV (MPa) 0.10 

Young’s modulus, E (GPa) 1.14 

Poisson ratio, ν 0.25 

Tensile strength, T (MPa) 0.25 

Fracture toughness, KIC (MPa m0.5) 0.17 

Porosity, 𝜙 (%) 54 

Permeability, k (mD) 74 

Biot constant, α 0.9 

Initial pore pressure, P0 (MPa) 0.10 

Glycerin density, ρgly (kg/m3) 1260 

Glycerin viscosity, μgly (cP) 942 

Air density, ρair (kg/m3) 1.225 

Air viscosity, μair (cP) 1.85e-2 

Air compressibility, cair Ideal air 

Number of elements 150 x 150 
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3.3.2. Effect of injection scheme 

In the experiments conducted by AlTammar et al. (2018), three wells were cast 

while preparing the samples. These wells are modeled as injection source terms. A notch 

for initiating fracture growth coincides with each of the wells (Figure 3.3). Damage in 

peridynamics, as shown in the figure, represents material damage, and a value exceeding 

certain critical limit (usually 0.25) corresponds to a fracture. A horizontal stress of 0.55 

MPa is applied in the simulations in Sections 3.3.2 and 3.3.3. The only important difference 

between these simulations and the experiments is that constant rate injection wells are used 

here, in contrast to pressure-controlled injection wells in the experiments. 

 

 

Figure 3.3. Simulation domain used in Sections 3.3.2 and 3.3.3. Red damage zones show 

the location of the wells. Each well has two starter notches along the 

principal directions. 

3.3.2.1. Dry rock, injection only in the center well 

A base case with injection only (5e-5 kg/m/s) in the center well of a dry sample is 

considered. Since permeability is relatively high, it takes about a minute for the pressure 

to build up for crack growth (Figure 3.4). As expected, the fracture propagates horizontally 

in the direction of maximum stress (Figure 3.5). 
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Figure 3.4. Pressure profile just before a crack begins to grow (Case 3.3.2.1) 

 

 

Figure 3.5. Growth direction and fracture pressure (Case 3.3.2.1) 

3.3.2.2. Dry rock, injection in all three wells 

To investigate the effect of the injection scheme, a simulation was run with fluid 

being injected at the same rate as in Case 3.3.2.1 in each of the 3 wells. Pressures are higher 

because of greater cumulative fluid injection (Figure 3.6). Interestingly, crack growth is 

now reversed to the vertical direction in this case as shown in Figure 3.7. Before the 3 

fractures coalesce with each other, some tortuosity is evident because of the stress shadow 
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of one fracture on another (Fisher et al., 2004). This result is consistent with that reported 

by AlTammar et al. (2018) and is reproduced in Figure 3.8 for comparison. 

 

Figure 3.6. Higher pressures before fracture propagation (Case 3.3.2.2). Two centerlines 

in white are used for analyzing stresses. 

The reversal in fracture growth direction can be explained based on an effective 

stress law for tensile failure. Considering tensile stress to be negative, a material will fail 

in tension at a location where the effective stress is smaller than the tensile strength 

(Hubbert and Willis, 1957). 

𝜎𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 < 𝑇 (3.8) 

𝜎𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 𝑆𝑡𝑜𝑡𝑎𝑙 − 𝛼𝑃𝛿𝑖𝑗 (3.9) 

where T is tensile strength of the material (a negative number in the convention followed 

here), P is pore pressure, and δij is Kronecker delta function. 
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Figure 3.7. Reversed growth direction and lower fracture pressure (Case 3.3.2.2) 

 

Figure 3.8. Experimental result by AlTammar et al. (2018) 

Figure 3.9 illustrates the difference of effective stresses and the tensile strength 

along the 2 centerlines of the sample. These lines are highlighted in white in Figure 3.6. 

Each centerline intersects with a starter notch as shown in Figure 3.3. Effective stress is 

more tensile at the tip of vertical notch as compared to the horizontal one, thereby resulting 

in crack growth along the vertical centerline. Another important observation is that the 

injection pressure (292.9 psi) is significantly lower than the base case (507.5 psi) (Figure 

3.10). Owing to a more tensile effective stress, it is easier to propagate the fracture, which 

manifests in a lower injection pressure. The corresponding injection pressures in the 
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experiment were 278 psi for injection in all the three wells and 393 psi for injection in the 

center well only. The differences in the experimental and simulation results are because of 

pressure-controlled wells in the experiments and rate-controlled wells in the simulations. 

While using the experimental pressure-ramping scheme in the simulations, we observed 

that the fluid continued to leak-off into the high permeability specimen and breakdown was 

not achieved. 

 

Figure 3.9. Comparison of effective stresses along horizontal and vertical centerlines 

(Case 3.3.2.2) 

 

Figure 3.10. Effect of injection scheme on injection pressure (simulation results). 
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3.3.3. Effect of fluid saturation 

3.3.3.1. Saturated rock, injection in all three wells 

In this section, the 3-well configuration is utilized again. Fluid is injected in each 

of the wells at a low rate of 5e-7 kg/m/s for 12 hours, resulting in almost complete 

saturation with glycerin. Pressure and saturation profiles at the end of this time are shown 

in Figure 3.11. Because of fluid injection for longer time, pressures are higher as compared 

to those in Case 3.3.2.2. 

 

       

Figure 3.11. Pressure and saturation profiles (top and bottom pictures respectively) after 

12 hours (Case 3.3.3.1) 



 69 

After saturating the sample, the injection rate is increased to 5e-5 kg/m/s in all the 

wells. The fracture propagates vertically in this case too (Figure 3.12). The fracture 

pressure is comparatively lower than for a similar simulation in a dry sample. Effective 

stresses, shown in Figure 3.13, reveal that those along the vertical centerline are lower. 

Thus, this result is also justified based on an effective stress law. 

 

Figure 3.12. Reversed growth direction and further lower fracture pressure (Case 3.3.3.1) 

 

Figure 3.13. Comparison of effective stresses along horizontal and vertical centerlines 

(Case 3.3.3.1) 
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3.3.4. Effect of Applied Stress 

The effect of applied stress on fracture propagation in the presence of a non-uniform 

pore pressure field is demonstrated in this subsection. A 5-well pattern, similar to that used 

by AlTammar et al. (2018), is modeled (Figure 3.14). For brevity, only 2 of the experiments 

with partially saturated specimens are presented. A horizontal stress of 0.45 MPa and 0.55 

MPa respectively were applied in the 2 cases. Both were performed in 3 steps. In the first 

step, they injected fluid in all the wells to saturate the sample. In the second, fluid was 

selectively injected in the top-right well to create a non-uniform pore pressure field. 

Eventually, the center well was hydraulically fractured. These steps, which will be referred 

to as the saturation period, pressurization period, and fracturing period respectively, are 

summarized in Table 3.2. They remain the same in the 2 cases. 

Table 3.2. Injection steps for simulations in Section 3.3.4 

Injection steps Well Time (s) Rate (kg/m/s) 

Saturation All 1200 5e-7 

Pressurization Top right 90 1e-5 

Fracturing Center 0.05 5e-5 

3.3.4.1. 5-wells, lower stress contrast 

In the first case, a horizontal stress of 0.45 MPa is applied. Figure 3.14 shows 

pressure and saturation profiles at the end of the saturation period, along with the direction 

of maximum stress. Since the wells are located symmetrically and injection rates are equal, 

the maximum stress is not re-oriented from its initial horizontal direction. 
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Figure 3.14. Pressure and saturation profiles (top and bottom pictures respectively) after 

saturation period. Black lines in the top picture represent maximum stress 

direction (Case 3.3.4.1) 

Figure 3.15 shows pressure and saturation profiles at the end of the pressurization 

period. Maximum stress is re-oriented towards the pressurized top-right well, which is in 

agreement with analytical solutions in the literature (Detournay & Cheng, 1993; Coussy, 

2004). 
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Figure 3.15. Pressure and saturation profiles (top and bottom pictures respectively) after 

pressurization period (Case 3.3.4.1) 

In the presence of such a non-uniform pore pressure field, the fracture is attracted 

towards the injector well or high-pressure region as shown in Figure 3.16. This result is 

consistent with the one reported by AlTammar et al. (2018) and Bruno and Nakagawa 

(1991). It can also be explained by the effective stress law. Equation (3.9) implies that 

effective stress is more tensile near the high pore pressure region, thereby attracting the 

fracture towards itself. 
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Figure 3.16. Fracture propagation in lower stress contrast (Case 3.3.4.1) 

3.3.4.2. 5-wells, higher stress contrast 

In the second case, the horizontal stress is increased to 0.55 MPa. Pressure and 

saturation profiles at the end of the saturation period are almost identical to the previous 

case. However, at the end of the pressurization period, maximum stress is not re-oriented 

as much towards the pressurized well as in the previous case (Figure 3.17). This is because 

the re-orientation effect has been suppressed by the higher far-field stress in this case. 

 

Figure 3.17. Pressure profile (top and bottom pictures respectively) after pressurization 

period (Case 3.3.4.2) 
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Since stress re-orientation is less pronounced, the fracture is not attracted towards 

the high-pressure region as strongly as in the previous case with lower far-field stress 

(Figure 3.18). In this case the effect of the increase in total stress in the high pore pressure 

region is more pronounced and the tensile strength is less relevant. 

 

Figure 3.18. Fracture propagation in lower stress contrast (Case 3.3.4.2) 

3.4. CONCLUSIONS 

In this chapter, an immiscible two-phase hydraulic fracturing simulator based on 

the non-local theory of peridynamics has been developed and validated against laboratory 

experiments. The effect of induced changes in pore pressure (using multiple injection 

sources) on fracture growth has been investigated in detail. 

The following are the key conclusions: 

• Fractures initiating from multiple injection points can grow towards each other by 

opening against the maximum stress. 

• Saturating a specimen with fluid prior to fracturing can significantly lower the 

breakdown pressure. 
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• In low stress environments in the laboratory, fractures are always attracted towards the 

high pore pressure region. The strength of this attraction depends on both the magnitude 

of the pore pressure and the pressure gradients. 

It should be pointed out that for a tensile fracture to propagate, two conditions must 

be met. First, the rock must fail under tension, which is governed by the effective stress 

becoming smaller than the tensile strength of the rock (considering compression to be 

positive). Second, the fracture pressure must exceed the minimum total stress outside the 

fracture for it to attain a finite width. 

In the laboratory-scale experiments modeled in this chapter, the tensile strength of 

the rock is much greater than the confining stresses and tensile failure governs the 

propagation of a hydraulic fracture. According to the Terzaghi principle, an increase in 

pore pressure results in a decrease in the effective stress. Thus, at low confining stresses in 

the laboratory, tensile failure is more conducive around high pore pressure regions with 

lower effective stress and this results in a hydraulic fracture being attracted towards high 

pore pressure regions. 

Under field conditions, the confining stresses are much greater than the tensile 

strength of the rock and finite fracture width condition governs the propagation of a 

hydraulic fracture. A decrease in pore pressure results in a decrease in the total stress. Thus, 

at high confining stresses in the field, attaining a finite fracture width is more conducive 

around low pore pressure regions with lower total stress. This results in a fracture 

originating from a new (child) well to be attracted towards the depleted regions of an old 

(parent) well and is demonstrated in the next chapter. 
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CHAPTER 4: APPLICATION OF THE IMMISCIBLE TWO-PHASE 

PERIDYNAMICS-BASED HYDRAULIC FRACTURING MODEL* 

4.1. INTRODUCTION 

Hydrocarbons are economically produced from unconventional reservoirs by 

hydraulically fracturing wells. However, production from these fractures declines rapidly 

due to the ultra-low matrix permeability of shale reservoirs. It is common to drill and 

fracture new child (or infill) wells in the regions left undrained by the parent well fractures. 

These child well fractures see the modified stress state due to production from the parent 

well, rather than the in-situ stress state. 

The influence of non-uniform pore pressure fields on fracture propagation has been 

investigated both experimentally and numerically (Bruno & Nakagawa 1991, Berchenko 

& Detournay 1997, Agrawal et al. 2018). Changes in magnitude and orientation of stresses 

around producing fractures have gained interest due to the popularity of infill well drilling 

(Singh et al. 2008, Roussel et al. 2013, Manchanda et al. 2018). In addition to the depleted 

pressure field, these stress changes play a crucial role in determining the geometry of the 

child well fractures (Gupta et al. 2012, Rezaei et al. 2017, Safari et al. 2017, Ajisafe et al. 

2017). When the horizontal stress anisotropy is low, Gupta et al. (2012) revealed that stress 

reversal may occur close to the infill well leading to the formation of longitudinal fractures. 

Rezaei et al. (2017) argued that asymmetric fracture propagation towards depleted regions 

leads to fracture interference and ineffective reservoir stimulation. Such interference has 

been shown to be manifested in the form of pressure hits and microseismic data (Yadav 

and Motealleh 2017, Kumar et al. 2018, Courtier et al. 2016). 

*Agrawal, S; and Sharma, M.M. 2018. “Impact of Pore Pressure Depletion on Stress Reorientation and Its 

Implications on the Growth of Child Well Fractures.” in SPE/AAPG/SEG Unconventional Resources 

Technology Conference. Agrawal conducted and documented the research, with technical discussions and 

supervision from Sharma. 
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In this research, a poroelastic hydraulic fracturing simulator based on the non-local 

theory of peridynamics has been utilized. Stress changes around multiple producing 

fractures is presented first. This is followed by a sensitivity analysis on Biot’s constant, 

pressure drawdown and reservoir fluid type. Subsequently, a fracture from the child well 

is propagated and its trajectory is analyzed based on the current stress state in the depleted 

reservoir. 

4.2. MODEL DESCRIPTION 

We recently added the functionality of reservoir simulation to our peridynamics-

based hydraulic fracturing model. Details regarding mathematical formulation, solution 

scheme, and model validation have been reported by Katiyar et al. (2019). Some of the 

capabilities of the model include: 

1) Fully coupled and poroelastic 

2) Any scale of heterogeneity can be modeled 

3) No explicit criterion required for fracture initiation 

4) Black-oil with relative permeability effects 

4.3. STRESSES AROUND A SINGLE FRACTURE 

Before getting into the discussion of stress reorientation around fractures of a parent 

well, it is useful to look at total normal stresses around a propagating and a producing 

fracture. When a fracture propagates, the rock at the fracture tips is under relative tension 

to create new fracture volume, and that around the fracture faces is under relative 

compression since it is pushed away due to opening of the fracture (Figure 4.1a). In 

contrast, the opposite happens when reservoir fluids are produced from a fracture. The rock 

at the fracture tip is under relative compression and that around the fracture faces is under 

relative tension (Figure 4.1b). 
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    (a) 

 
    (b) 

Figure 4.1. Total normal stresses around a single fracture. (a) propagating fracture,        

(b) producing fracture 

4.4. MODEL SETUP 

A schematic of the model setup used in this research has been illustrated in Figure 

4.2. A 2-D domain with plane strain assumption is considered such that fracture height 

growth is not modeled in this work. A traction-free boundary condition is applied on the 

boundaries of the domain. Laterals of two parent wells with two fractures each and a child 

well with a perforation in its middle are displayed. The white dashed line BB’ shows a 

potential path of the fracture initiating from the child well perforation. The parent well 
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fractures are simulated as high permeability grid blocks. The reservoir is assumed to be 

saturated with in-situ hydrocarbon fluid. 

 

Figure 4.2. Model setup for investigating parent-child well interaction. W1 and W2 are 

well spacing, F is fracture spacing, and Lf is length of each fracture of the 

two parent wells (P1 and P2). 

4.5. STRESSES AROUND MULTIPLE PRODUCING FRACTURES 

The typical well geometry shown above is used to demonstrate the impact of stress 

reorientation around multiple producing fractures. The Biot’s constant, pressure 

drawdown, and reservoir fluid type is varied to show the impact of these important 

parameters. The results of this analysis are used in Section 4.6 to make recommendations 

and conclusions for methods to avoid frac hits from a child well. 

4.5.1. Base case 

Important model parameters for the base case have been summarized in Table 4.1. 

Pressure depletion from the two fractures of the right parent well (P1) and resulting stress 

reorientation are shown in Figure 4.3a. It is evident that the stresses reorient much farther 

away from the fracture as compared to the pore pressure. In shales, pore pressure depletion 
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may be felt only a few feet or tens of feet from the fracture (because of the ultra-low 

permeability), however, the changes in stresses can extent several tens or hundreds of feet. 

It is also important to note that both the magnitude and the orientation of the stresses is 

altered as a result of fluid production. This is because stresses are affected not only by 

pressure, but also by pressure gradients. 

In Figure 4.4, changes in total normal stress due to production are analyzed along 

probe line AA’. These stress changes are a cumulative effect of pressure depletion and the 

accompanying mechanical deformation of the rock. There is a tensile region between the 

producing fractures and a compressive region just ahead of the fracture tips. It can be noted 

that the magnitude of compression is significantly smaller than that of tension, resulting in 

a tensile cliff being generated close to the fracture tips. Thus, a fracture propagating from 

the child well along BB’ may be attracted towards this tensile region, as demonstrated in 

Section 4.6. 

Table 4.1. Parameters for the Base Case in metric units 

Fracture length (Lf) : Well spacing (W) 0.50 

Fracture spacing (F) : Well spacing (W) 0.33 

Shmax, Sxx (Mpa) 57.5 

Shmin, Syy (Mpa) 55.0 

Pore pressure (Mpa) 48.0 

Bottomhole pressure (Mpa) 25.0 

Production time (days) 150 

Young’s modulus (GPa) 10.0 

Permeability (m2) 300e-19 

Oil viscosity (mPa.s) 0.25 

Fracturing fluid viscosity (mPa.s) 1.00 

Poisson ratio (ν) 0.25 

Biot constant (α) 0.7 
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4.5.2. Effect of poroelasticity 

Poroelasticity is turned off in this case by setting Biot constant = 0. As illustrated 

in Figure 4.3b, the pressure depletion around the fractures remains similar to that in the 

Base Case. However, as the effects of poroelasticity are ignored, stress reorientation is not 

observed, thereby highlighting the importance of considering poroelasticity in 

unconventional rocks. It should be noted that since the parent well fractures are modeled 

as high permeability grids in this chapter, stress changes due to fracture closure during 

production are not captured. 

Similar negligence of changes in the stress is observed in the stress profile along 

AA’ (Figure 4.5). The total normal stress between the fractures remains the same as in the 

initial condition. 

4.5.3. Effect of higher pressure drawdown 

For studying the sensitivity on drawdown, the bottomhole pressure at the parent 

well (P1) is reduced from 25 MPa to 20 MPa. This results in higher pressure gradients 

around the fractures and thus, more pronounced stress reorientation (Figure 4.3c). The 

distance of pressure diffusion and stress reorientation away from the fractures remains the 

same suggesting that it depends only on the diffusivity of the fluid. 

4.5.4. Effect of saturating fluid 

In this case, the reservoir is assumed to be saturated with natural gas of ideal gas 

compressibility and 0.025 cP viscosity. For the same pressure drawdown over the same 

period of time, pressure diffuses to smaller distances due to the high compressibility of the 

gas. Consequently, stress reorientation remains more localized than in the Base Case 

(Figure 4.3d). 
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As shown in Figure 4.5, the tensile cliff generated is shallower in the presence of 

gas as a saturating fluid. 

                   
 

  
        (a)      (b) 

 

                    
 

   
           (c)      (d) 
Figure 4.3. Pressure profiles for the four cases in Section 4.5. Black lines correspond to 

the direction of maximum principal stress in each image. (a) Base case, (b) 

No poroelasticity, (c) Higher pressure drawdown, (d) Gas reservoir 
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Figure 4.4. Pressure and total normal stress plots along line AA’ shown in Figure 4.2. 

The green circle represents the tension created between the producing 

fractures and the blue circles represent the small compressive regions. 

 

Figure 4.5. Comparison of total normal stresses in the four cases in Section 4.5. 

4.6. FRACTURE PROPAGATION FROM CHILD WELL 

4.6.1. Only P1 is depleted 

In the model setup introduced in Figure 4.2, stress reorientation because of 

depletion from parent well (P1) was demonstrated (in Section 4.5). The parent wells are 

shut-in and a fracture is propagated from the child well for this Base Case as illustrated in 

Figure 4.6. Since the permeability of the medium is very small and the time scale of 

fracturing is much smaller than that of reservoir depletion, the pressure profile remains 

unchanged during child well fracture propagation. The fracture grows symmetrically till it 

sees the tensile region between the two fractures of well P1. Once it experiences this lower 
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stress region, the right wing of the fracture grows preferentially towards the parent well 

due to the lower total normal stress. This is consistent with the literature, which shows that 

there is asymmetric fracture growth towards the depleted area. 

 
        (a)      (b) 

Figure 4.6. Geometry of the child well fracture. (a) Symmetric growth till it sees the 

depleted region, (b) Asymmetric growth afterwards. 

4.6.2. Both P1 and P2 depleted equally, child well not centered 

In ideal field operations, child well lateral may be centrally landed between the 

parent wells (W1=W2 in Figure 4.2). However, practical operations often necessitate an 

asymmetric positioning of the child well. This may be due to operational reasons or to 

avoid reservoir heterogeneities, such as faults. This situation is modeled here by setting the 

well spacing W1 as 75% to be well spacing W2. 

After producing from both the parent wells at a bottomhole pressure of 25 MPa, a 

fracture is propagated from the child well. The resulting fracture trajectory is shown in 

white in Figure 4.7. Due to the proximity of the child well to the parent well on the right 

(P1), the right wing of the child well fracture sees the tensile region first. Consequently, the 
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right wing takes off, while the left wing stops propagating. Due to this asymmetric growth, 

almost 16% of the undepleted region between the two parent wells remains unstimulated. 

 

Figure 4.7. Geometry of the child well fracture for Case 4.6.2. Black circle indicates part 

of the reservoir left unstimulated. 

4.6.3. P1 depleted faster than P2, child well not centered 

To study the effect of the extent of depletion, the parent well to the right of the child 

well (P1) is depleted at a lower bottomhole pressure of 20 MPa. As expected, the child well 

fracture is attracted more strongly towards well P1 (Figure 4.8) as compared to the previous 

case. This is because of the more tensile region formed between the fractures of well P1, 

which has been depleted at a higher drawdown (Figure 4.5). Thus, asymmetry in the 

geometry of the child well fracture is further accentuated, thereby resulting in a 22% 

unstimulated area near well P2. 
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Figure 4.8. Geometry of the child well fracture for Case 4.6.3. A longer black circle 

indicates that a bigger part of the reservoir is left unstimulated. 

4.6.4. Both P1 and P2 produce gas, child well not centered 

The impact of depletion for a gas reservoir (compared to an oil reservoir) is studied 

in this case. The reservoir is depleted equally from the two parent wells in this case. The 

depleted pressure distribution and corresponding fracture trajectory are displayed in Figure 

4.9. This figure clearly shows that fracture from the child well is not attracted as strongly 

towards the depleted region of well P1. The decreased strength of this attraction can also 

be explained by the less tensile region formed in a gas reservoir as illustrated in Figure 4.5. 

In this case, 12% of the undepleted region is left unstimulated. It is clear that gas reservoirs 

are less susceptible to depletion and stress changes than oil reservoirs (for the same 

drawdown) due to their much smaller compressibility which causes the stress changes to 

be more localized near the parent well fractures. 
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Figure 4.9. Geometry of the child well fracture for Case 4.6.4. 

It must be noted that these parent-child well simulations have been performed with 

a 2-D plane strain model, which assumes that the fracture height is much greater than the 

fracture length. Though we have scaled down the injection rates to account for the 

differences between the fracture height in our simulations and that in the field, there would 

be differences in the geometry of the child well fracture. In a 2-D plane strain model, a 

longer fracture is more likely to propagate. In the field where a fracture has a finite height, 

its further growth scales with its height. Thus, our observation of the right wing continuing 

to grow after coming out of the low tensile stress region between the depleted fractures of 

well P1 might be a result of the 2-D plane strain assumption. This should be investigated 

further with 3-D simulations and the exercise is not taken up in this dissertation. 

4.7. MITIGATION BY RE-PRESSURIZATION 

In the previous section, preferential fracture growth from a child well towards the 

depleted regions of parent wells was presented. This preferential propagation led to a part 
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of the reservoir being unstimulated. In this section, re-pressurization of parent well 

fractures is explored as a potential solution for mitigating asymmetric fracture growth from 

the child well. The costs and economics of injecting large volumes of fluid into parent wells 

are not addressed in this paper and must be considered before such a strategy is applied in 

the field. 

The depleted reservoir of Section 4.6.3 is re-pressurized at a bottomhole pressure 

of 51 MPa for 10 days. The resulting pressure profile and stress reorientation are shown in 

Figure 4.10. In the short injection time simulated in this case, pressure diffuses to a small 

distance within the depleted region. However, except for the near-tip regions, the stresses 

orient back close to their original in-situ state. Figure 4.11 shows that between the parent 

well fractures along line AA’, the pressure increases by 2 MPa, whereas the total normal 

stress increases by nearly 3 MPa. This compressive region formed due to re-pressurization 

may act as a barrier for fracture growth between the parent well fractures. The pros and 

cons of re-pressurization using different injection fluids and different injection schemes 

need to be considered so that and this process can be optimized. 



 89 

 

 

Figure 4.10. Pressure profile and stress reorientation after re-pressurizing the parent well 

fractures. 

 

 

 Figure 4.11. Comparison of pressure and total normal stress before and after re-

pressurization. Broken and solid lines represent respectively the values 

before and after re-pressurization. 

After re-pressurizing the two parent wells, a fracture is propagated from the child 

well. The fracture grows almost symmetrically till the right wing experiences compression 

between the re-pressurized P1 fractures and stops (Figure 4.12a). Thereafter, the left wing 

propagates and covers the entire undepleted region (Figure 4.12b). Both the wings 

eventually stop growing in length due to the compressive stress barrier on each side. Thus, 
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re-pressurization of parent well fractures leads to a more effective child well stimulation 

and reduces the chances of frac hits in the parent well. 

  
(a) 

 

 
(b) 

Figure 4.12. Geometry of the child well fracture for Case 4.7. (a) Right wing stops 

growing on seeing the compressive region between the re-pressurized parent 

well fractures. (b) Left wing grows further to cover the entire region left 

undepleted by the parent well fractures. 
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4.8. CONCLUSIONS 

Pressure depletion and stress reorientation around multiple fractures of a parent 

well have been investigated using a poroelastic peridynamics-based fracturing simulator. 

Subsequently, fracture growth from a child well in this non-uniform pressure field is 

simulated. The following key conclusions can be drawn from this research: 

(a) Hydrocarbon production from parent well fractures leads to the formation of a region 

of lower compressive stress between them. This effect is less pronounced in gas 

reservoirs and increases as the pressure drawdown and the volume of fluids produced 

is increased. 

(b) The spatial extent of the region of altered stress is much larger than the region in which 

the pore pressure is reduced. 

(c) Significant stress reorientation occurs as well. This is primarily controlled by the pore 

pressure gradients in the reservoir.  

(d) The lower compressive stress region formed between the parent well fractures attracts 

the child well fractures. This attraction directly correlates with the magnitude of the 

stress reduction. 

(e) Preferential fracture growth towards depleted regions results in under-stimulation of 

the undepleted parts of the reservoir. 

(f) Re-pressurizing the parent well fractures reorients the stresses back, close to the in-situ 

stress state. This reduces the attraction of the child well fracture towards the depleted 

regions, thus leading to a better stimulation of the reservoir.  
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CHAPTER 5: EFFECT OF SHEAR SLIPPAGE ON THE 

INTERACTION OF HYDRAULIC FRACTURES WITH NATURAL 

FRACTURES 

5.1. INTRODUCTION 

In unconventional formations, hydraulic fracturing operations often lead to the 

formation of complex fracture networks (Gale et al, 2007). This fracture complexity is 

evident in mineback experiments and core samples retrieved from the fractured wells 

(Warpinski & Teufel, 1987; Gale et al, 2018). Various fracture diagnostic methods such as 

microseismic mapping, tracer flowback data, and pressure interference analysis also 

suggest the formation of complex fracture networks in naturally fractured formations 

(Fisher et al, 2004; Aimene & Ouenes, 2015; Damani et al, 2012; Kumar et al, 2018; Seth 

et al, 2018; Seth et al, 2019). The primary mechanism for the formation of complex fracture 

networks has been identified as the interaction of hydraulic fractures (HFs) with natural 

fractures (NFs) (Gale et al, 2007). Thus, modeling these networks requires careful 

investigation of the interaction behavior. 

When a HF interacts with a NF, it can exhibit different types of propagation such 

as crossing, kinking (or jogging), arresting (or terminating), dilating, and branching 

depending on in-situ stress ratio, angle of approach, and NF characteristics (Figure 5.1). 

To model these different behaviors, Renshaw & Pollard (1995) derived an analytical 

crossing criterion for the orthogonal intersection of HF with NF and showed that the stress 

ratio and coefficient of friction of the NF affect the crossing and turning behavior of the 

HF. Gu & Weng (2010) extended this criterion to non-orthogonal intersection of HF and 

NF. Wu & Olson (2014) included both mode I and mode II stress intensities in the criteria  

*Agrawal, S; Shrivastava, K; and Sharma, M.M. 2018. “Effect of Shear Slippage on the Interaction of 

Hydraulic Fractures with Natural Fractures.” In SPE Hydraulic Fracturing Technology Conference and 

Exhibition. Agrawal conducted and documented the research. Shrivastava pointed Agrawal to the 

experiments. Sharma advised and supervised on the paper. 
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and further extended them. Besides these analytical models, several numerical studies have 

addressed different aspects of HF-NF interaction. Chuprakov et al (2011) examined the 

effect of net pressure on the elastic interaction of a HF with a NF. Dahi Taleghani & Olson 

(2013) researched the interaction of HFs with cemented NFs. 

  
      (a)       (b) 

Figure 5.1. HF-NF interaction behaviors reported previously. (a) Thiercelin et al (1987), 

(b) Cooke & Underwood (2001) 

In addition to numerical modeling, laboratory experiments often provide a useful 

means for calibrating and validating the hydraulic fracturing models (Gu et al, 2012; 

Aimene et al, 2018). Zhou et al (2008) showed that besides the stress ratio and angle of 

approach, shear strength of the NF also affects HF propagation. AlTammar et al (2019) 

demonstrated the effect of contrast in mechanical properties on HF initiation and 

propagation. Bahorich et al (2012) revealed that the HF-NF interaction in 3-D can be 

substantially different than in 2-D. 

Wang (2017) has reported an increase in approach angle of a HF prior to the 

intersection with a NF. Our research in the current chapter is motivated by this 

experimental observation in high permeability specimens. We model and explain these 

experiments using our poroelastic peridynamics-based hydraulic fracturing simulator. We 
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also investigate the sensitivity of the increase in HF approach angle on matrix permeability. 

Subsequently, the simulator is validated against the analytical fracture crossing criteria by 

neglecting the effects of remote shear failure of the NF prior to being intersected by the HF 

and those of poroelasticity. Modifications to these criteria are presented while accounting 

for the aforementioned effects. 

5.2. SIMULATION METHOD AND MODEL SETUP 

In our peridynamics-based hydraulic fracturing model, a natural fracture can be 

assigned a weaker tensile strength compared to the intact rock by using a multiplier, αNF 

(Ouchi et al., 2015b). A natural fracture is treated as a frictional surface and its shear failure 

is modeled using the Mohr-Coulomb failure criterion. Using a compression positive sign 

convention, the natural fracture undergoes shear failure when the following stress 

conditions are met. 

|𝜏𝛽| ≥ 𝑆𝑁𝐹 + 𝜇𝑁𝐹𝜎𝑛𝛽   (5.1) 

Once the shear failure criterion is satisfied, the natural fracture slips and the friction 

between its surfaces changes from static to dynamic. This is accounted for by multiplying 

the tangential component of the force acting on the NF by a factor, βNF (Figure 5.2). 

 

Figure 5.2. Modification of tangential force on natural fracture upon shear failure 

(Adapted from Ouchi et al., 2015b) 
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A schematic of the 2-D plane strain model used is shown in Figure 5.3. A natural 

fracture is considered at different angles (𝛽) ranging from 30o-90o with increments of 15o. 

A hydraulic fracture is propagated by injecting fluid into the well. The stresses on the 

natural fracture as the hydraulic fracture approaches it are analyzed to predict the shear 

failure of the natural fracture. For this purpose, a dimensionless fracture half-length (𝑥𝐷) 

is defined such that 

𝑥𝐷 = 𝑥/𝐿 (5.2) 

where 𝑥 and 𝐿 are the respective half-lengths of the hydraulic fracture before and at the 

time of intersection with the natural fracture. 

 

Figure 5.3. Schematic of simulation domain 

5.3. INCREASE IN APPROACH ANGLE DUE TO REMOTE SHEAR FAILURE IN HIGH 

PERMEABILITY ROCKS 

Recently, Wang (2017) conducted semi-circular bending tests in hydrostone-plaster 

specimens to study the interaction between a natural fracture and an induced fracture. They 

reported an increase in approach angle of the induced fracture before it intersected with the 

natural fracture (Figure 5.4). They captured the same observation in their finite element 
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simulations as well. In this section, we tested our simulator with these experiments to find 

out the reason for this increase in approach angle. The model parameters, which are the 

same as in the experiments, have been summarized in Table 5.1. There are a few key 

differences between the experiments and the simulations: 

• The natural fracture is treated as a frictional interface in our simulations, while it 

was molded as a plaster inclusion in a hydrostone sample in the experiments. 

• The fracture in the simulations is induced hydraulically, whereas that in the 

experiments was induced mechanically. 

• The simulations utilize a rectangular domain, whereas the experiments utilized a 

semi-cylindrical domain, which may lead to a difference in the boundary 

conditions. 

 
(a) 

 

 
(b) 

Figure 5.4. Rock samples showing modification in approach angles for different initial 

orientation of the natural fracture with respect to the induced fracture (Wang 

2017). (a) 𝛽=30o, and (b) 𝛽=60o 
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Table 5.1. Model parameters for high permeability cases (Wang 2017, except *) 

Bulk modulus, E (GPa) 6.18 

Poission ratio, ν 0.32 

Permeability, k (mD) 10 

Porosity, φ (%) 28 

Tensile strength, T0 (MPa) 4.82 

Fracture toughness, KIC (MPa m0.5) 0.42 

*Cohesion of natural fracture, SNF (MPa) 0 

*Friction coefficient, μNF 0.6 

*Tensile strength multiplier, αNF 0.5 

*Friction multiplier, βNF 0.5 

Initial pressure, P0 (MPa) 0.1 

Minimum principal stress, Shmin (MPa) 0.1 

Stress ratio 1 

*Injected fluid viscosity, μ (cP) 1 

5.3.1. 30o interaction 

For a 30o angle of interaction, Figure 5.5 shows the trajectory of the hydraulic 

fracture at its different half lengths obtained from peridynamics simulations. The natural 

fracture starts to fail in shear even before being intersected by the hydraulic fracture. The 

remote shear failure is exaggerated by the significant poroelastic effects due to the high 

permeability of the medium. Once the natural fracture fails in shear, the friction between 

its surfaces changes from static to dynamic, leading to a decrease in the tangential 

component of the force acting on the natural fracture. Consequently, the direction of the 

maximum stress around the natural fracture is reoriented as demonstrated in Figure 5.6. 

Since the hydraulic fracture experiences the reoriented stresses, it bends towards the natural 

fracture before intersection. It should be noted that the modified angle of intersection is 

approximately 80o, which is in good agreement with the experimental range of 70o-80o 
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reported by Wang (2017). Figure 5.7 shows a plot of the Mohr-Coulomb criterion evaluated 

on the natural fracture surface as the hydraulic fracture propagates. The natural fracture 

fails in shear when this criterion falls below the red line, which first happens when the 

hydraulic fracture has propagated about two-thirds of its half-length at intersection, i.e., at 

𝑥𝐷 = 0.67. 

    

   
          (a)      (c) 

   
          (b)      (d) 

Figure 5.5. Trajectory of the HF at different half lengths for 30o angle of interaction in a 

high permeability rock. (a) 𝑥𝐷 = 0.33, (b) 𝑥𝐷 = 0.67, (c) 𝑥𝐷 = 1.0 

(magnified view of fracture bending in the inset), and (d) Final trajectory 
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          (a)      (b) 

Figure 5.6. Stress reorientation due to the shear failure of the natural fracture. (a) 𝑥𝐷 =
0.33, (b) 𝑥𝐷 = 0.67 

 

Figure 5.7. Mohr Colulomb criterion evaluated on the natural fracture at different half 

lengths of the hydraulic fracture. Negative and positive coordinates along 

the natural fracture correspond its lower and upper halves respectively. 

5.3.2. 60o interaction 

Next, the results for a 60o fracture interaction are presented. It is evident that the 

natural fracture fails in shear much before being intersected by the hydraulic fracture 

(Figure 5.8). Similar to the 30o interaction case, the stress relaxation caused by this remote 

shear failure invites the hydraulic fracture to bend towards the natural fracture (Figure 5.9). 

The modified approach angle is computed as 85o, which is close to the 73o approach angle 

observed in the experiments. 
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          (a)      (c) 

   
          (b)      (d) 

Figure 5.8. Trajectory of the HF at different half lengths for 60o angle of interaction in a 

high permeability rock. (a) 𝑥𝐷 = 0.33, (b) 𝑥𝐷 = 0.67, (c) 𝑥𝐷 = 1.0 

(magnified view of fracture bending in the inset), and (d) Final trajectory 

 

Figure 5.9. Mohr Colulomb criterion evaluated on the natural fracture at different half 

lengths of the hydraulic fracture. Negative and positive coordinates along 

the natural fracture correspond its lower and upper halves respectively. 
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5.4. INCREASE IN APPROACH ANGLE DUE TO REMOTE SHEAR FAILURE IN LOW 

PERMEABILITY ROCKS 

In the previous section, the bending of hydraulic fracture towards the natural 

fracture was illustrated in high permeability specimens. In this section, hydraulic fracture-

natural fracture interaction is considered in low permeability rocks with matrix 

permeabilities of the order of 100 nD. The mechanical properties and stress conditions used 

are also representative of low permeability rocks such as shales (Table 5.2). The results 

with and without considering remote shear failure of the natural fracture are presented. 

Table 5.2. Model parameters for low permeability cases 

Bulk modulus, E (GPa) 8.0 

Poission ratio, ν 0.25 

Permeability, k (nD) 100 

Porosity, φ (%) 5 

Tensile strength, T0 (MPa) 0 

Fracture toughness, KIC (MPa m0.5) 1 

Cohesion of natural fracture, SNF (MPa) 0 

Friction coefficient, μNF Variable 

Tensile strength multiplier, αNF 0.5 

Friction multiplier, βNF 0.5 

Initial pressure, P0 (MPa) 25 

Minimum principal stress, Shmin (MPa) 40 

Stress ratio Variable 

Injected fluid viscosity, μ (cP) 1 

5.4.1. 30o interaction 

In Figure 5.10, panels (a), (b) and (c) show the hydraulic fracture trajectory for a 

30o interaction if remote shear failure is modeled in our simulator, while panels (d), (e) and 

(f) show the same if it is not modeled. It can be noted that intersection angle is significantly 
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modified to 50o if remote shear failure is accounted for. The corresponding stress profiles 

are plotted in panels (a) and (b) respectively of Figure 5.11. The shear failure criterion is 

first satisfied on the natural fracture when the hydraulic fracture has propagated 90% of its 

half-length at intersection. If this is considered in our fracturing simulator, there is a stress 

relaxation around the natural fracture, which increases the approach angle of the hydraulic 

fracture. However, if it is ignored, the stress relaxation is under-predicted, leading to a very 

small change in approach angle. 

  
          (a)      (d) 

  
          (b)      (e) 

  
          (c)      (f) 

Figure 5.10. Trajectory of the HF at different half lengths for 30o angle of interaction in a 

low permeability rock. (a) 𝑥𝐷 = 0.90, (b) 𝑥𝐷 = 1.0, and (c) Final trajectory 

when remote shear failure is accounted. (d) 𝑥𝐷 = 0.90, (e) 𝑥𝐷 = 1.0, and  

(f) Final trajectory when remote shear failure is not accounted. 
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(a) 

 

(b) 

Figure 5.11. Mohr Colulomb criterion evaluated on the natural fracture at different half 

lengths of the hydraulic fracture. (a) when remote shear failure is accounted, 

(b) when remote shear failure is not accounted 

On comparing Figure 5.7 and Figure 5.11, it can be concluded that remote shear 

failure of a natural fracture in a higher matrix permeability rock causes higher stress 

relaxation relative to the initial stresses and thus more prominent modification in approach 

angle of the hydraulic fracture. 

5.4.2. 60o interaction 

The results for hydraulic fracture-natural fracture interaction at 60o are presented 

next. Similar to the interaction at 30o, Figure 5.12 and Figure 5.13 show the hydraulic 
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fracture trajectory and the stress profiles respectively. Considering the remote shear failure 

of the natural fracture prior to intersection increases the approach angle from 60o to 75o 

due to stress relaxation. 

     
          (a)      (d) 

     
          (b)      (e) 

     
          (c)      (f) 

Figure 5.12. Trajectory of the HF at different half lengths for 60o angle of interaction in a 

low permeability rock. (a) 𝑥𝐷 = 0.80, (b) 𝑥𝐷 = 1.0, and (c) Final trajectory 

when remote shear failure is accounted. (d) 𝑥𝐷 = 0.80, (e) 𝑥𝐷 = 1.0, and  

(f) Final trajectory when remote shear failure is not accounted. 
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(a) 

 

(b) 

Figure 5.13. Mohr Colulomb criterion evaluated on the natural fracture at different half 

lengths of the hydraulic fracture. (a) when remote shear failure is accounted, 

(b) when remote shear failure is not accounted. 

5.5. VALIDATION OF HF-NF INTERACTION AGAINST ANALYTICAL CROSSING CRITERIA 

The crossing criteria that were developed in the past were based on Linear Elastic 

Fracture Mechanics (LEFM). As shown in Figure 5.14, they essentially solved for the 

stresses at the tip of the hydraulic fracture that would prevent the natural fracture from 

slipping (Gu & Weng, 2010). Thus, these criteria neglected the possibility of remote shear 



 106 

failure of the natural fracture due to poroelastic effects prior to its intersection with the 

hydraulic fracture. 

 

Figure 5.14. Shear failure evaluated at intersection (Gu & Weng, 2010). 

The LEFM-based crossing criteria derived by Gu & Weng (2010) have been 

reproduced in Figure 5.15. The region to the right of each curve represents the crossing of 

the hydraulic fracture when it intersects with the natural fracture. In general, these criteria 

suggest that as the friction coefficient of a natural fracture increases, the tendency of a 

hydraulic fracture to cross the natural fracture increases. In addition, for a given friction 

coefficient and angles of interaction smaller than 60o, the crossing tendency decreases with 

increasing stress ratio. However, for a given friction coefficient and angles of interaction 

larger than 60o, the crossing tendency increases with an increase in stress ratio. These 

contrasting results can be explained based on two competing factors – an increase in stress 

ratio causes the natural fracture to easily fail in shear, but causes the hydraulic fracture to 

spend more energy to propagate in a direction other than that of the maximum stress. From 

these results, it can be concluded that the first factor dominates when angles of interaction 
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are smaller than 60o and the second one dominates when angles of interaction are larger 

than 60o. 

 

(a) 

 

(b) 

Figure 5.15. LEFM-based crossing criteria (adapted from Gu & Weng, 2010). 

(a) For stress ratios larger than 1. (b) For stress ratios commonly found in the subsurface 

We demonstrate that the peridynamics-based hydraulic fracturing simulator 

successfully reproduces the LEFM crossing criteria when we neglect remote shear failure 

of the natural fracture prior to its intersection with the hydraulic fracture in our simulator. 

For each angle of interaction, simulation cases were run close to the corresponding 

analytical crossing criteria and the results were plotted (Figure 5.16). The results are in 
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agreement with the existing criteria, except for slight overprediction in turning for low 

angles of interaction (Figure 5.16b) and slight overprediction in crossing for high angles of 

interaction (Figure 5.16d). 

 
(a)      (d) 

   
(b)       (e) 

   
           (c) 

Figure 5.16. Validation of the analytical crossing criteria for different angles of 

interaction using the peridynamics simulator. (a) 𝛽 = 30𝑜, (b) 𝛽 = 45𝑜, (c) 

𝛽 = 60𝑜, (d) 𝛽 = 75𝑜, (e) 𝛽 = 90𝑜 
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5.6. DEVELOPMENT OF POROELASTIC CROSSING CRITERIA 

In the previous sections, we showed that a natural fracture may remotely fail in 

shear prior to being intersected by a hydraulic fracture and that the analytical crossing 

criteria did not account for this phenomenon. Moreover, it was also recognized that the 

fracture interaction behavior can vary significantly between high and low permeability 

rocks. In this section, we reconsider the past criteria for hydraulic fracture-natural fracture 

interaction while accounting for remote shear failure of the natural fracture induced by 

poroelasticity for two widely different rock permeabilities. These permeabilities are 

representative of synthetic rock specimens used in the experiments (10 mD) and low 

permeability rocks such as shales (100 nD). The predicted interaction behaviors are used 

to develop numerical poroelastic crossing criteria. It is worth mentioning here that unlike 

the other fracturing simulators, the peridynamics model does not require a crossing 

criterion as an input, rather it can predict the interaction behavior based on local stresses. 

The friction coefficient of natural fractures is not an easily measurable quantity. 

However, a range of 0.1-0.9 has been suggested by several researchers (Jaeger & Cook, 

1976; Renshaw & Pollard, 1995; Gu et al., 2012). In the following analysis, weak natural 

fractures with friction coefficient smaller than 0.4 are not considered since a hydraulic 

fracture will always turn along them, irrespective of the stress ratio or the angle of approach 

(Figure 5.15b). 

The fracture jogging or stepping-over behavior, shown in Figure 5.1, is observed in 

some of the simulations for a high angle of approach (>60o), a high stress ratio (close to 

1.1) and a moderate friction coefficient (0.6-0.7). However, since this kind of interaction 

ultimately results in fracture crossing, it is classified as crossing hereafter. 
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5.6.1. High permeability rocks 

Figure 5.17 summarizes the results of fracture interaction for a range of friction 

coefficients in high permeability rocks. The blue circle in each panel represents regions 

where the analytical criteria would have predicted fracture crossing, whereas the 

peridynamics model predicts fracture turning. Remote shear failure of the natural fracture 

relaxes the stresses around it to a great extent due to prominent poroelastic effects. Thus, 

as compared to the analytical crossing criteria, much more fracture turning is observed in 

high permeability cases. The differences occur for all the stress ratios considered in this 

study, ranging between 1.0 and 1.2. 

 
(a) 

 
(b)      (d) 



 111 

 
(c)      (e) 

Figure 5.17. Crossing (blue +) and turning (red T) behavior for common friction 

coefficients of NF in high permeability rocks. (a) 𝜇𝑁𝐹 = 0.4, (b) 𝜇𝑁𝐹 = 0.5, 

(c) 𝜇𝑁𝐹 = 0.6, (d) 𝜇𝑁𝐹 = 0.7, (e) 𝜇𝑁𝐹 = 0.8 

We fine-tuned the prediction of fracture interaction behavior in our model. For each 

angle of interaction, several simulation cases were run by varying the stress ratio and 

friction coefficient of the natural fracture to identify the switch from fracture turning to 

fracture crossing. The results of this exercise are shown in Figure 5.18. Quadratic functions 

of the following form were regressed on the results to obtain the poroelastic crossing 

criteria. 

𝑆𝑡𝑟𝑒𝑠𝑠  𝑟𝑎𝑡𝑖𝑜 (𝜎𝐻/𝜎ℎ) = 𝑎 ∗ 𝜇𝑁𝐹
2 + 𝑏 ∗ 𝜇𝑁𝐹 + 𝑐 (5.3) 

The poroelastic criteria for different angles of interaction are mentioned at the top 

of the respective panels (and recapitulated in Table 5.3). For comparison, the analytical 

crossing criteria corresponding to each angle of interaction are plotted. It is noticed that the 

previous criteria remarkably underpredicted fracture turning for low angles of approach or 

low stress ratios. The discrepancy becomes smaller for higher angles of approach and 

higher stress ratios. 
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(a)      (d) 

            

   
(b)      (e) 

      

 
(c) 

Figure 5.18. Proposed poroelastic crossing criteria for different angles of interaction in 

high permeability rocks. (a) 𝛽 = 30𝑜, (b) 𝛽 = 45𝑜, (c) 𝛽 = 60𝑜, (d) 𝛽 =
75𝑜, (e) 𝛽 = 90𝑜 

5.6.2. Low permeability rocks 

Figure 5.19 demonstrates the fracture interaction behavior in low permeability 

rocks. Compared to the predictions by the analytical model, the differences occur for stress 
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ratios between 1.0 and 1.1, which are important for the shale formations with in-situ 

stresses in this range. Due to smaller poroelastic stress relaxation in low permeability rocks, 

the corresponding propagation behavior do not change as much as for the high permeability 

rocks. 

   
(a)      (d) 

   
(b)      (e) 

 
(c) 

Figure 5.19. Crossing (blue +) and turning (red T) behavior for common friction 

coefficients of NF in low permeability rocks. (a) 𝜇𝑁𝐹 = 0.4, (b) 𝜇𝑁𝐹 = 0.5, 

(c) 𝜇𝑁𝐹 = 0.6, (d) 𝜇𝑁𝐹 = 0.7, (e) 𝜇𝑁𝐹 = 0.8 
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Using the same approach as described in the previous subsection, poroelastic 

crossing criteria are developed for fracture interaction in low permeability rocks. Figure 

5.20 shows that significantly more fracture turning should be expected in such rocks as 

compared to that predicted by the analytical crossing criteria. 

   
(a)      (d) 

  
(b)      (e) 

 
   (c) 

Figure 5.20. Proposed poroelastic crossing criteria for different angles of interaction in 

low permeability rocks. (a) 𝛽 = 30𝑜, (b) 𝛽 = 45𝑜, (c) 𝛽 = 60𝑜, (d) 𝛽 =
75𝑜, (e) 𝛽 = 90𝑜 
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The poroelastic crossing criteria developed in this section can be used by discrete 

fracture models simulating the growth of complex fracture networks. The proposed criteria 

can be used as continuous quadratic functions for known angles of interaction (Table 5.3). 

Moreover, they can be used as discrete if-then-else scenarios for known friction 

coefficients of the natural fractures (Figure 5.17 and Figure 5.19). Generally, the more the 

hydraulic fractures turn into the existing natural fractures, the more complex is the resulting 

fracture network (Weng et al, 2011; Suarez-Rivera et al. 2013). The higher tendency of 

fracture turning predicted by the proposed crossing criteria suggests that the resulting 

fracture network should be more complex than those formed by using LEFM-based 

analytical crossing criteria. 

Table 5.3. Coefficients for poroelastic crossing criteria derived for different angles of 

interaction in high and low perm rocks 

Angle of 

interaction (β) 

High permeability rocks (10 mD) Low permeability rocks (100 nD) 

a b c a b c 

30o 13.715 - 23.537 11.053 4.8623 - 7.0451 3.4325 

45o 139.81 - 220.66 88.047 139.81 - 203.88 75.311 

60o -7.6752 4.3535 1.5187 -7.6752 3.7395 1.6806 

75o 11.15 - 14.501 5.6763 11.15 - 13.609 5.1141 

90o 6.677 - 7.8883 3.272 6.677 - 7.3542 2.9672 

5.7. CONCLUSIONS 

Using our peridynamics-based poroelastic fracturing simulator, it was recognized 

that shear failure of a natural fracture should be evaluated throughout the hydraulic 

fracture-natural fracture interaction, not just at the time of intersection. Some of the key 

conclusions from this research are summarized below: 
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(a) Remote shear failure of a natural fracture prior to being intersected by a 

hydraulic fracture relaxes the stresses around the natural fracture. This stress 

relaxation causes the hydraulic fracture to bend towards the natural fracture 

before intersection as has been observed in the experiments. 

(b) The bending of the hydraulic fracture depends on the stress relaxation relative 

to the initial stresses caused by the failure of the natural fracture. Though these 

effects are significant even in low permeability rocks (100 nD), they are more 

pronounced in high permeability rocks (10 mD). 

(c) When the effects of poroelasticity and remote shear failure of the natural 

fracture are ignored, the LEFM-based analytical crossing criteria are verified. 

However, when these effects are accounted, the fracture interaction behavior is 

substantially different. 

(d) For low matrix permeabilities, the poroelastic criteria predict more fracture 

turning at stress ratios commonly occurring in shale formations (1.0-1.1). For 

high matrix permeabilities, these criteria predict more fracture turning even at 

moderate stress ratios (1.0-1.2). 

(e) New crossing criteria are presented that consider the effects of poroelasticity 

and remote shear failure of the natural fracture These poroelastic crossing 

criteria are developed for widely different matrix permeabilities and can serve 

as direct inputs to discrete fracture models simulating the growth of complex 

fracture networks. 
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CHAPTER 6: COUPLING OF PERIDYNAMICS-BASED 

POROELASTIC MODEL WITH FINITE VOLUME METHOD 

6.1. INTRODUCTION 

Poroelastic fluid flow in geological processes, such as that in heterogeneous or 

fractured subsurface reservoirs is a multiscale problem. While the flow at larger length 

scales may be sufficiently described by classical models including FEM or FVM, the 

“scale-dependent dispersion” at smaller length scales are better captured by non-local 

models such as Peridynamics (Katiyar et al., 2014). Unlike the classical models, it does not 

require the continuity of field variables. However, since it accounts for non-local 

interactions, it requires significantly more computational resources than the classical 

models. 

To simulate various interesting multiscale physics within reasonable computational 

times, different schemes for coupling of Peridynamics with classical models have been 

developed. Macek and Silling (2007) coupled PD and FEM meshes by using embedded 

nodes and elements. Kilic and Madenci (2010) introduced an overlap region at the interface 

of PD and FV domains, in which both the equations were solved. In Agwai et al. (2009) 

and Oterkus (2010), global modeling was performed with FEM, whereas sub-modeling to 

predict material failure was performed with PD. In Lubineau et al. (2012), the coupling 

was performed using morphing functions, which were based on energy equivalence. These 

functions affected the constitutive parameters only, thereby allowing the model to behave 

as purely non-local, purely local, or a hybrid. Liu and Hong (2012) coupled the FEM and 

PD domains with interface elements and devised two different coupling schemes. Seleson 

et al. (2013) derived a consistent force-based blended model using non-local weights 

comprised of integrals of the blending functions. 
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While the above researchers have illustrated the validity of their methodologies, 

they make some approximation regarding the interface region or its mathematical 

treatment. Addressing these shortcomings, Galvanetto et al. (2016) proposed a PD-FEM 

coupling scheme for static equilibrium problems. They later extended this scheme for 

brittle fracture analysis (Shojaei et al., 2016). In this chapter, the formulation development 

for multiscale poroelastic problems is inspired by their work. 

6.2. COUPLING FOR POROUS FLUID FLOW 

The coupling scheme is demonstrated by considering steady state Darcy fluid flow 

in a 1-D, horizontal, homogeneous, isotropic reservoir (Figure 6.1).  The reservoir is 

discretized uniformly into volumetric cells. The green and red color cells are solved using 

FVM and PD respectively. Each cell has one computational node represented by a black 

circle. Flow equations for both the discretizations are presented in the subsequent 

paragraphs. 

 
Figure 6.1. PD-FVM coupling scheme for 1-D flow in a horizontal reservoir. PD and FV 

cells are shown in red and green colors respectively. 

In classical theory, a computational node interacts with the adjacent nodes only. 

The governing equation for steady state Darcy flow in Finite Volume (FV) cells of the 

described reservoir is given by classical theory: 

−∇. (𝜌𝑤𝒖) + 𝑅 = 0 (6.1) 

where 𝜌𝑤 is fluid density, 𝒖 is the volumetric flow rate, 𝑅 is the mass generation rate, and 

∇. is the divergence operator. 

𝒖 = −
1

𝜇𝑤
𝑲𝐴∇𝑃 (6.2) 
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where 𝜇𝑤 is fluid viscosity, 𝑲 is permeability tensor of the porous medium, 𝐴 is the cross-

sectional area for flow, and 𝑃 is fluid pressure. For a homogeneous, isotropic reservoir, 

𝑲 = 𝑘𝑰. 

For the 1-D flow problem discretized using FVM, the cell transmissibility matrix for a fluid 

of constant density, 𝑇𝐹𝑉𝑀 is computed as: 

𝑇𝐹𝑉𝑀 = 𝑓 [
1 −1
−1 1

] (6.3) 

such that 

𝑓 =
𝑘𝐴

𝜇𝑤𝑙
 (6.4) 

where 𝑙 is the cell spacing. 

In PD theory, a node at position 𝒙 𝜖 ℬ interacts with all the other nodes at position 

𝒙′ within a length scale called a horizon, ℋ𝑥 (Figure 1.6). The horizon is a circle/sphere of 

radius 𝛿 depending on the dimensionality of the problem and in Figure 6.1, 𝛿 = 2𝑙. The 

governing equation for steady state Darcy flow in a PD cell at position 𝒙 𝝐 𝑩 is obtained 

by setting the accumulation term as zero in equation (1.12): 

∫ (𝑄[𝒙]〈𝝃〉 − 𝑄[𝒙′]〈−𝝃〉) 𝑑𝑉𝒙′
ℋ𝑥

+ 𝑅[𝒙] = 0 (6.5) 

where the various terms are as defined in Chapter 1. 

Similar to the stiffness matrix in Galvanetto et al. (2016), the cell transmissibility 

matrix, 𝑇𝑃𝐷 for 1-D flow between PD nodes 𝑖 and 𝑗 is defined as: 

𝑇𝑃𝐷 =  𝑝 [
1 −1
−1 1

] (6.6) 

such that 

𝑝 =
𝛾𝑘

𝜇𝑤𝑙𝑖𝑗,𝑚𝑢𝑙𝑡𝑙
𝑉𝑖𝑗,𝑚𝑢𝑙𝑡𝑉𝑗𝑉𝑖 (6.7) 
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where 𝛾 is the scaling factor derived for different dimensionalities of the problem in Section 

2.2.1.2. 𝑉𝑖 and 𝑉𝑗 are the volumes associated with PD nodes 𝑖 and 𝑗 respectively, 𝑉𝑖𝑗,𝑚𝑢𝑙𝑡 is 

the fraction of volume of node 𝑗 that is within the horizon of node 𝑖, and 𝑙𝑖𝑗,𝑚𝑢𝑙𝑡 times 𝑙 is 

the distance between these nodes. In Figure 6.1, considering the interaction of node 6 with 

node 5, node 5 is completely inside the horizon of node 6. Thus, 𝑙𝑖𝑗,𝑚𝑢𝑙𝑡 = 1 and 𝑉𝑖𝑗,𝑚𝑢𝑙𝑡 =

1 should be used in equation (6.7). However, considering the interaction of node 6 with 

node 4, only half of node 4 is inside the horizon of node 6. Thus, 𝑙𝑖𝑗,𝑚𝑢𝑙𝑡 = 2 and 𝑉𝑖𝑗,𝑚𝑢𝑙𝑡 =

0.5 should be used in equation (6.7). 

The global transmissibility matrix is assembled by adding together the cell 

transmissibility matrices in equations (6.3) and (6.6). Equation (6.8) shows the global 

matrix for the problem under consideration with FV and PD equations in green and red 

colors respectively. The equations for the cells close to the PD-FVM interface are 

developed by treating the neighbors to be of the same type as the owner (Galvanetto et al., 

2016). For example, in Figure 6.1, while computing the flow in/out of cell 3, cell 4 is treated 

as a FV cell. However, while computing the flow in/out of cell 4, cells 2 and 3 are treated 

as PD cells. 
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6.2.1. Length and volume multipliers for PD nodes in 2-D problems 

Figure 6.2 shows a PD node at the origin interacting with the neighboring nodes 

within its horizon for a 2-D problem. Some of these nodes are completely within the 

horizon (the ones in white color), whereas the others are partially within the horizon (the 

ones in grey color). The cells in black color do not interact with the PD node at the origin 

since they are outside its horizon. Thus, 𝑉𝑖𝑗,𝑚𝑢𝑙𝑡 for the partial nodes requires the 

computation of area under the curve using integration. For example, 𝑉𝑖𝑗,𝑚𝑢𝑙𝑡 for the node 

outlined in broken blue can be computed as: 

𝑉𝑖𝑗,𝑚𝑢𝑙𝑡 =
|∫ ∫ 𝑑𝑥𝑑𝑦

−√36−𝑦2

−5

−3

−1
|

2 ∗ 2
= 0.3117 

(6.9) 

𝑙𝑖𝑗,𝑚𝑢𝑙𝑡 can be calculated using trigonometric rules. 

Table 6.1 and Table 6.2 show the multipliers for all the neighboring nodes. The 

multipliers for other horizon sizes or for problems in 1-D or 3-D can be obtained similarly. 

 

Figure 6.2. A PD node at the origin (in solid blue) interacting with the neighboring nodes 

within its horizon, which is 3 times the cell spacing (𝑙) here. Only the cell 

associated with each node is shown for clarity. 
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Table 6.1. 𝑙𝑖𝑗,𝑚𝑢𝑙𝑡, for horizon size 3 times the cell spacing for a 2-D problem. 

  3.6056 3.1623 3 3.1623 3.6056  

 3.6056 2.8284 2.2361 2 2.2361 2.8284 3.6056 

 3.1623 2.2361 1.4142 1 1.4142 2.2361 3.1623 

 3 2 1 Node 𝑖 1 2 3 

 3.1623 2.2361 1.4142 1 1.4142 2.2361 3.1623 

 3.6056 2.8284 2.2361 2 2.2361 2.8284 3.6056 

  3.6056 3.1623 3 3.1623 3.6056  

        

Table 6.2. 𝑉𝑖𝑗,𝑚𝑢𝑙𝑡, for horizon size 3 times the cell spacing for a 2-D problem. 

  0.0079 0.3117 0.4861 0.3117 0.0079  

 0.0079 0.7012 1 1 1 0.7012 0.0079 

 0.3117 1 1 1 1 1 0.3117 

 0.4861 1 1 Node 𝑖 1 1 0.4861 

 0.3117 1 1 1 1 1 0.3117 

 0.0079 0.7012 1 1 1 0.7012 0.0079 

  0.0079 0.3117 0.4861 0.3117 0.0079  

        

6.2.2. Different approaches for assembly of coupled PD-FVM global 

transmissibility matrix 

For a given domain with the same reservoir and fluid properties (Figure 6.3), the 

cell transmissibility entries for a FV cell remain the same irrespective of the dimensionality 

of the problem (equation (6.4)). However, those for a PD cell are different due to 

dependence of the micro-permeability function, and the length and volume multipliers on 

dimensionality (equation (6.7)). The global transmissibility matrix is obtained by adding 

together the cell transmissibility matrices and by treating the PD-FVM interface cells in a 

similar manner as described earlier. FVM equations in the resulting global matrix form a 
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penta-diagonal bandwidth; however, PD equations form a non-sparse structure due to the 

non-local interactions (Figure 6.4a). Such a method of matrix assembly follows the 

connectivity of the cells and is referred to as cell major in this study. 

In addition to the difference in the sparsity pattern, the magnitudes of PD and FV 

entries are also different due to the presence of different length scale terms in equations 

(6.4) and (6.7). Thus, another matrix assembly method is to shift all the PD equations at 

the end, while honoring the cell connectivity (Figure 6.4b). Such a method follows the type 

of equation and is referred to as equation major in this study. Although this method 

compromises the banded FV matrix structure and requires some additional bookkeeping, 

it improves the condition number of the matrix and thus the computational performance as 

shown in Subsection 6.3.2 later. 

 

Figure 6.3. 2-D domain showing PD and FV cells in red and green colors respectively. 
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(a) 

 
(b) 

Figure 6.4. Matrix structure for the 2-D global transmissibility matrix. Green boxes 

correspond to non-zero FVM entries and red boxes to non-zero PD entries. 

(a) Cell major, (b) Equation major 
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6.2.3. Numerical example: Five spot pattern problem 

The five-spot pattern problem described in Katiyar et al. (2014) is solved using the 

coupled PD-FVM formulation. In this problem, four injector wells (positive point source) 

are located at the corners of a square-shaped 2-D homogeneous reservoir and a producer 

well (negative point source) lies in the center (Figure 6.5). No flow boundary conditions 

are assumed on all the boundaries. Each quarter of the pattern is a repeatable unit and only 

one quarter is considered to save computational resources. The simulation parameters are 

summarized in Table 6.3.  

 

Figure 6.5. Schematic diagram for the five-spot pattern problem. The quarter square in 

the bottom-left is the smallest repeatable unit that is considered for 

computations. 

Table 6.3. Simulation parameters for the five-spot problem. 

Permeability, 𝑘 (m2) 1e-13 

Viscosity, 𝜇𝑓 (Pa s) 1e-3 

Rate for each well, �̇� (m3/m/s) 1e-3 

Length of computational domain, 𝐿 (m) 50 

Cell spacing, 𝑙 (m) Variable 

Horizon length, 𝛿 (m) 3𝑙 
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The analytical solution to this problem is given as (Ansari and Johns, 2006): 

�̅�(�̅�, �̅�) = ∑𝑃�̅�(�̅�, �̅�)

𝑁

𝑖=1

= −∑ln[(�̅� − 𝑥�̅�)
2 + (�̅� − 𝑦�̅�)

2]

𝑁

𝑖=1

 (6.10) 

where (�̅�, �̅�) are the dimensionless coordinates. 𝑃�̅� is the dimensionless pressure drop 

caused by a well 𝑖 located at (𝑥�̅�, 𝑦�̅�) such that 

�̅� = 𝑥/𝐿,  �̅� = 𝑦/𝐿,  𝑃�̅� =
𝑃𝑖𝑛𝑖−𝑃

𝜇𝑓𝑞�̇�/4𝜋𝑘
 (6.11) 

The computational domain is shown in Figure 6.6. Again, the green and red cells 

are discretized and solved using FVM and PD formulations respectively. Radial pressure 

diffusion around the injector and producer wells is captured by the pressure contours in 

Figure 6.7a. The red box shows the location of the PD cells. No spurious behavior is 

observed at the PD-FVM interface. The same observation has been reported while solving 

the static solid mechanics problems using the coupled PD-FEM model (Galvanetto et al., 

2016). Figure 6.7b shows a comparison of the numerical results with the analytical solution 

(equation (6.10)). There is very good agreement between the two and no spurious behavior 

is observed at the PD-FVM interface. 

 
Figure 6.6. Discretized computational domain comprising the quarter square highlighted 

in Figure 6.5. 
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        (a)       (b) 

Figure 6.7. (a) Pressure contours, (b) Dimensionless pressure along the diagonal line shown 

in (a). 

6.2.4. Comparison of computational performance between pure PD and coupled 

PD-FVM models 

Figure 6.8a shows the improvement in computational performance when using the 

coupled PD-FVM model as opposed to the pure PD model for solving the five-spot pattern 

problem. The improvement is represented by the ratio of time taken by the two models 

(equation (6.12)), including the time spent in global matrix assembly and solution. 

Computational time relative to pure PD =
Time for coupled PD˗FVM model

Time for pure PD model
 (6.12) 

The performance comparison is presented for a different number of total nodes and 

for different percentages of PD nodes in the computational domain (Figure 6.6). Moreover, 

one level of cell coarsening in the FV region is also used to demonstrate the potential for 

further improvement in performance (Figure 6.8b). It should be noted that within the 

horizon of PD cells in the coarsened model, FV cells have the same discretization as the 

PD cells (𝛿 = 3𝑙, where 𝑙 is the spacing between PD cells). This is to ensure consistent 
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discretization in the horizon of PD cells close to the PD-FVM interface. The coarsened 

model has fewer total cells than the other corresponding models in Figure 6.8a. 

      

(a)                  (b) 

Figure 6.8. (a) Relative computational performance for different percentage of PD nodes 

in the domain, (b) The coarsened model domain (2Δ coarse) in (a) 

For 50% PD nodes, the performance is slightly better than the pure PD model. 

However, for a given number of total nodes, it improves substantially with a decrease in 

the percentage of PD nodes. The coupled formulation outperforms the pure FVM 

formulation for higher number of cells in the coarsened model. These observations are in 

agreement with those reported by York (2018). 

6.3. COUPLING FOR POROELASTIC PROBLEMS 

Geomechanics problems such as flow in subsurface aquifers or in hydrocarbon 

reservoirs typically involve the solution of poroelastic equations, which comprise coupled 

rock momentum and fluid mass balance laws (Coussy, 2004). Thus, the coupled PD-FVM 

porous flow formulation presented in Section 6.2 is extended to include the rock 

momentum equation. For this purpose, the hydraulic fracturing simulators developed by 

Zheng et al. (2019) using FVM and by Ouchi et al. (2015) using PD are combined. Only 
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the geomechanics functionality of these simulators is used in this study. The application of 

this method to hydraulic fracturing (using the coupled PD-FVM model) will be 

demonstrated in Chapter 7. For more details of these models, the respective references 

mentioned above should be consulted. However, for completeness the main equations for 

both the models are summarized below. 

The rock momentum balance and fluid mass balance equations in FVM for a control 

volume 𝛺, with reference to Figure 6.9 are given as (Zheng et al., 2019): 

∮ [(𝐾𝑏 + 4𝐺/3)𝒏. 𝛁𝒖𝒏 + (𝐾𝑏 − 2𝐺/3)𝒏𝑡𝑟. (𝛁𝒕𝒖𝒕) + 𝐺𝒏.𝛁𝒖𝒕 + 𝐺∇𝑡𝒖𝒏
𝛤

+ 𝝈𝟎 + 𝛼𝑃𝑰] 𝑑𝛤 = 0 

(6.13) 

∫
1

𝑀

𝑑𝑝

𝑑𝑡
𝑑𝛺

𝛺

= ∫ ∇. (
𝑘

𝜇𝑓
∇𝑃)𝑑𝛺

𝛺

−∫ α
𝜕

𝜕𝑡
(𝛁. 𝐮)𝑑𝛺

𝛺

 (6.14) 

where 𝒏 is face normal vector, 𝛤 is face area, 𝒖𝒏 and 𝒖𝒕 are normal and tangential 

components of displacement respectively, 𝐾𝑏 is bulk modulus of the rock, 𝐺 is shear 

modulus of the rock, 𝝈𝟎 is in-situ stress, 𝛼 is Biot coefficient, and 𝑀 is Biot modulus. 

 

Figure 6.9. Polyhedral control volume (Cardiff et al., 2016) 

 The governing equations for the rock momentum balance and the fluid mass 

balance reviewed in Section 1.5 are used in this section. 
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 Zheng et al. (2019) implemented a block-coupled scheme to solve non-linear multi-

physics problems. Their FV formulation has been adapted to develop the coupled PD-FVM 

model by incorporating the PD equations and the mutual interaction terms with the FV 

equations. In most of the problems that we intend to solve with the new model, including 

those considered in this study, the PD cells would be surrounded by the FV cells. Thus, 

using a typical mesh generation package, the cells would be indexed in such a way that 

while assembling the global matrix, there would be a choice of interspersing the PD 

equations in between the FV equations (Figure 6.4a) or appending all the PD equations at 

the end (Figure 6.4b). 

 The coupled PD-FVM poroelastic equations are non-linear due to the non-linearity 

in PD governing equations (1.5) and (1.12). The Newton-Raphson method, which has been 

demonstrated to work well with non-linear systems, is used to solve the coupled set of 

equations. The Newton-Raphson method requires construction of a Jacobian matrix, the 

individual terms of which are computed by taking partial derivatives of the equations with 

respect to the primary unknowns. For brevity, only the equation major form of the Jacobian 

matrix is shown in Figure 6.10. The cell major form can be constructed by following the 

cell connectivity map. The off-diagonal derivative terms highlighted in brown in the figure 

constitute the mutual interaction between the PD and FV cells. 
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Figure 6.10. Equation major form of the Jacobian matrix for poroelastic problems. 

6.3.1. Numerical example: 1-D Biot consolidation problem 

The classical 1-D Biot consolidation problem is solved to verify the coupled PD-

FVM poroelastic formulation. In this problem, a poroelastic medium extends from 𝑧 = 0 

to 𝑧 = ℎ and rests on its bottom surface (Figure 6.11). The initial conditions are no flow 

on all the boundaries and no lateral deformation on the 𝑥 and 𝑦 boundaries. Moreover, the 

medium is initially at a uniform pore pressure of 𝑃0 and a normal traction 𝑇𝑧 is applied at 

the top boundary. This results in the deformation of the poroelastic layer and increases the 

pore pressure to 𝑃𝑟𝑒𝑓 due to the Skepmton effect. At time 𝑡 = 0, the top boundary is 

exposed to atmospheric pressure 𝑃𝑏. As a result, pore fluid drains out until the pore pressure 

equilibrates to atmospheric pressure and the top boundary continues to deform downward. 

The change in pore pressure 𝑃(𝑧, 𝑡) and deformation 𝑤(𝑧, 𝑡) can be obtained by analytical 

expressions (Jaeger and Cook, 2007). 

�̅�(𝑧̅, 𝑡̅) = 1 −∑(−1)𝑛 [𝑒𝑟𝑓𝑐 (
2𝑛 + 𝑧̅

√8𝑡̅
) + 𝑒𝑟𝑓𝑐 (

2(𝑛 + 1) − 𝑧̅

√8𝑡̅
)]

∞

𝑛=0

 (6.15) 
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�̅�(𝑧̅, 𝑡̅) =
1

𝐾𝑏 + 4𝐺/3
[𝑇𝑧(1 − 𝑧̅) + 𝛼𝑃𝑟𝑒𝑓 ∑

8

𝑛2𝜋2
cos (

𝑛𝜋𝑧̅

2
) exp (−

𝑛2𝜋2𝑡̅

2
)

∞

𝑛=1,3,..

] (6.16) 

where the dimensionless quantities are defined as: 

𝑧̅ = 𝑧/ℎ,        𝑡̅ = 𝑡/𝑡𝑒𝑞, �̅� = (𝑃𝑟𝑒𝑓 − 𝑃)/(𝑃𝑟𝑒𝑓 − 𝑃𝑏) (6.17) 

where equilibration time 𝑡𝑒𝑞, and increased pore pressure 𝑃𝑟𝑒𝑓 are given as: 

𝑡𝑒𝑞 = 2𝜇𝑓𝑆ℎ
2/𝑘,  𝑃𝑟𝑒𝑓 = 𝛼𝑀𝑇𝑧/(𝐾𝑏 + 4𝐺/3 + 𝛼

2𝑀) (6.18) 

where storage coefficient 𝑆 is given as: 

𝑆 = [𝑐𝑓 −
1

𝐾𝑚
] 𝜙 + [1 −

2(1 − 2𝜐)

3(1 − 𝜐)
𝛼]

𝛼

𝐾𝑏
 (6.19) 

where 𝑐𝑓 is fluid compressibility, 𝐾𝑚 is bulk modulus of the rock matrix/grains, 𝜐 is drained 

Poisson ratio. The values of these parameters are summarized in Table 6.4. 

 

Figure 6.11. Schematic diagram for the 1-D Biot consolidation problem. The cells within 

the red box are PD cells. 
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Table 6.4. Simulation parameters for the 1-D Biot consolidation problem. 

Porosity, 𝜙 0.2 

Permeability, 𝑘 (m2) 6e-15 

Viscosity, 𝜇𝑓 (Pa s) 1e-3 

Fluid compressibility, 𝑐𝑓 (1/Pa) 5e-10 

Bulk modulus of rock, 𝐾𝑏 (Pa) 20e9 

Bulk modulus of rock matrix/grains, 𝐾𝑚 (Pa) 400e9 

Shear modulus of rock, 𝐺 (Pa) 12e9 

Applied normal traction, 𝑇𝑧 (Pa) 10e6 

Initial pressure, 𝑃0 (Pa) 0.1e6 

Boundary pressure, 𝑃𝑏 (Pa) 0.1e6 

Domain length, ℎ (m) 162 

Domain breadth, 𝑏 (m) 108 

Cell spacing, 𝑙 (m) 1 

Horizon length, 𝛿 (m) 3 

Figure 6.11 shows a schematic of the computational domain discretized uniformly 

into volumetric cells. The cells within the red box are solved using a PD formulation, 

whereas the remaining cells are solved using a FV formulation. The box covers 50% of the 

dimensions in each direction and is located symmetrically. 

Dimensionless pressures and displacements are obtained as a function of 

dimensionless depth and time from the coupled PD-FVM simulator. The numerical results 

are compared against the corresponding analytical solutions in equations (6.15) and (6.16). 

The data points corresponding to the PD equations are highlighted in the red box (Figure 

6.12). The numerical results are in good agreement with the analytical solutions for all 

dimensionless depths and times, including those at the interface of PD and FVM regions. 

This confirms that the coupled PD-FVM poroelastic formulation does not exhibit any 

spurious behavior at the interface of the two regions. 
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(a) 

 
(b) 

Figure 6.12. Coupled PD-FVM numerical results compared against the analytical 

solutions. (a) Dimensionless pressure, (b) Dimensionless deformation. Red 

boxes show the data for PD cells. 

6.3.2. Comparison of matrix assembly approaches 

The computational performance of the two matrix assembly approaches proposed 

in Subsection 6.2.2 are compared. The Biot consolidation problem is solved using both of 

them. Figure 6.13a shows the ratio of condition number of the Jacobian matrix obtained 

from the equation major approach to that obtained from the cell major approach against the 
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total number of nodes. It is evident that by appending the PD equations at the end, the 

Jacobian matrix is conditioned better for all the discretizations. This is because of 

differences in the sparsity patterns and differences in the magnitudes of PD and FV partial 

derivative terms. Figure 6.13b shows the effect of the assembly approaches on the 

convergence of displacement and pressure equations. Both the equations converge in 

almost half the number of iterations while using the equation major approach. Tolerance 

of 1e-3 and 1e-4 were used for the relative residuals of the displacement and pressure 

equations respectively. 

 
(a) 

 
(b) 

Figure 6.13. (a) Ratio of condition numbers of Jacobian matrix from equation major 

approach to that from cell major approach, (b) Convergence of displacement 

and pressure equations using the two approaches. 
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6.4. CONCLUSIONS 

Based on the Peridynamic and Finite Element coupling scheme proposed by 

Galvanetto et al. (2016), we have presented a coupled Peridynamic and Finite Volume 

poroelastic model for multiscale problems in porous media. We have developed the 

formulation for porous fluid flow using a fluid mass balance, and have extended it for 

poroelastic problems to include a rock momentum balance. By solving the classical 

verification problems, significant improvements in computational performance of the 

coupled model over the pure peridynamic model are illustrated. No spurious behavior is 

observed near the PD-FVM interface region. Moreover, due to differences in the sparsity 

patterns and the magnitudes of PD and FVM transmissibility/Jacobian terms, it is shown 

that appending the PD equations after all the FV equations in the global matrix has 

additional computational benefits. 

The application of the coupled model in simulating the growth of hydraulic 

fractures in heterogeneous subsurface reservoirs is demonstrated in Chapter 7. 

  



 137 

CHAPTER 7: FRACTURING SIMULATIONS USING THE 

COUPLED PERIDYNAMIC-FINITE VOLUME MODEL 

7.1. INTRODUCTION 

A Peridynamics-based hydraulic fracturing simulator has been shown to capture 

various interesting phenomena, such as stress shadow effect and complicated interactions 

with different scales of reservoir heterogeneities (Ouchi, 2016). However, to accurately 

capture the displacement and pressure fields, the simulator requires several orders of 

magnitude finer discretization as compared to classical methods such as FEM or FVM. 

Moreover, the discretization should be uniform unless some special PD formulation is 

adapted. These requirements combined with the dense matrices resulting from the non-

local PD interactions lead to longer computational times. Thus, simulating field-scale 

problems with a pure PD model is prohibitively time consuming. 

In this chapter, the coupled PD-FVM poroelastic model derived in Chapter 6 is 

extended for hydraulic fracturing applications. The hydraulic fracturing feature of the 

simulators developed by Zheng et al. (2019) using FVM and by Ouchi et al. (2015) using 

PD are utilized. In the coupled model, a hydraulic fracture can be propagated using PD or 

FVM by incorporating an injection source of the fracturing fluid in the respective 

computational domain. For both the options, the model is verified against analytical 

solutions and laboratory experiments in the subsequent sections. A performance 

improvement of the coupled model compared to the pure PD model is also presented. In 

the final section, an application of the coupled model to estimate the Stimulated Reservoir 

Volume (SRV) around a hydraulic fracture is demonstrated. 
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7.2. FRACTURE PROPAGATION USING PD IN THE COUPLED PD-FVM MODEL 

In this section, the coupled PD-FVM model is applied to hydraulic fracture 

propagation and the improvement in performance compared to the pure PD model is 

illustrated. A computational domain is divided into two parts, one of which is discretized 

and solved using PD and the other with FVM. All the potential fractures are restricted 

within the PD subdomain and their growth is modeled with the PD formulation. The next 

two subsections implement different methods of solving the coupled domain with 

increasing levels of computational efficiency, as introduced by York (2018). The 

simulation parameters for these cases are summarized in Table 7.1. 

7.2.1. Static Peridynamic Region Method 

The first method assumes a static PD region encompassing all the fractures. Figure 

7.1a shows a domain with one fracture, in which the cells inside the red box are discretized 

and solved with PD and the rest with FV. In other words, the red box serves as a PD-FVM 

interface. Fine discretization is used in the PD region to ensure the accuracy of the non-

local formulation. The same fine discretization is maintained immediately outside of the 

PD region (between the red and the green boxes) so that the PD cells at the interface have 

a complete set of non-local neighbors within their horizons (δ=3 in these cases). Outside 

of the green box, the FV cells are progressively coarsened for improving the computational 

efficiency. In the problems presented in this section, 3 levels of mesh coarsening are used. 

More levels could be used as needed in bigger domains. Initially, only a starter notch or a 

well perforation comprise the damaged cells. Minimum and maximum stresses are applied 

in the vertical and horizontal directions respectively. When fluid is injected into the well, 

a horizontal fracture propagates as governed by the applied stresses (Figure 7.1b). 
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      (a)        (b) 

Figure 7.1. Static PD region coupling. The cells within the red box are PD cells and the 

rest are FV cells. (a) Before fracture propagation, (b) After fracture 

propagation 

7.2.2. Dynamic Peridynamic Region Method 

The next method allows for the PD region (denoted by the solid red box in Figure 

7.2a) to grow with the fracture inside a designated refined discretization (denoted by the 

broken red box). Since these refined cells may potentially be converted to PD cells, the 

initialization of the non-local parameters are performed at the start of the simulation. This 

is in contrast to the dynamic initialization performed by York (2018), each time the fracture 

propagates. The initial PD region comprises the damaged cells and their non-local 

neighbors. As the hydraulic fracture grows, the non-local neighbors of the newly damaged 

PD cells are dynamically converted from FV to PD cells. To accomplish this conversion, 

we compute PD Jacobian entries for these cells instead of the corresponding FV Jacobian 

entries. The hydraulic fracture resulting from the dynamic PD region method is shown in 

Figure 7.2b. Compared to the static PD region method in the last subsection, this method 
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has an additional computational advantage of solving for the more expensive PD 

formulation only around the damaged cells. 

   
      (a)        (b) 

Figure 7.2. Dynamic PD region coupling. The cells within the solid red box are PD cells 

and the rest are FV cells. (a) Before fracture propagation, (b) After fracture 

propagation 

7.2.3. KGD verification 

To verify the PD-FVM coupling schemes described in the previous two 

subsections, we consider the propagation of a KGD fracture in a homogeneous isotropic 

medium under the plane strain assumption. The fracturing fluid is assumed to be 

Newtonian, and slightly compressible and the flow is considered to be laminar. Moreover, 

fluid leak-off from the fracture is neglected. The analytical solutions for fluid injection 

pressure Pinj, fracture half-length lf, and maximum fracture width wmax are given by the 

following expressions. 

𝑃𝑖𝑛𝑗 = 𝑆ℎ,𝑚𝑖𝑛 + 1.09(𝐸
′2𝜇𝑓)

1/3
𝑡−1/3 (7.1) 

 

𝑙𝑓 = 0.539 (
𝐸′𝑞3

𝜇𝑓
)

1/6

𝑡2/3 (7.2) 
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𝑤𝑚𝑎𝑥 = 2.36 (
𝑞3𝜇𝑓

𝐸′
)

1/6

𝑡1/3 (7.3) 

where 𝑆ℎ,𝑚𝑖𝑛 is the minimum horizontal stress, 𝜇𝑓 is the fracturing fluid viscosity, 𝑞 is the 

fracturing fluid volumetric injection rate, 𝑡 is time, and 𝐸′ is given as: 

𝐸′ =
𝐸

1 − 𝜐2
 (7.4) 

where 𝐸 is the Young’s modulus and 𝜐 is the Poisson ratio of the medium. 

The model setup shown in Figure 7.2 is used to simulate the growth of the KGD 

fracture. The simulation parameters are the same as those used by Ouchi (2016) and are 

summarized in Table 7.1. 

Table 7.1. Simulation parameters for KGD verification (same as Ouchi, 2016) 

Boundary stress in x-direction, Sxx (MPa) 12.0 

Boundary stress in y-direction, Syy (MPa) 8.0 

Initial pore pressure, P0 (MPa) 3.2 

Bulk modulus, K (GPa) 60.0 

Shear modulus, G (GPa) 24.0 

Permeability, k (nD) 10.0 

Fracturing fluid mass injection rate, Q (kg/m/s) 0.025 

Fracturing fluid density, ρ (kg/m3) 1000 

Fracturing fluid viscosity, μf (Pa s) 0.001 

Domain length in x-direction, Lx (m) 40.0 

Domain length in y-direction, Ly (m) 32.0 

Cell spacing in PD region, Δx (m) 0.2 

Horizon length, δ (m) 0.6 

The numerical results from our dynamic PD region method closely match the 

analytical solution, except for the over-prediction in fracture width which is consistent with 

that reported by Ouchi (2016) using a pure PD-based model. 
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(a) 

 
(b) 

 
(c) 

Figure 7.3. Verification of the dynamic PD region method against the analytical KGD 

solution. (a) Fluid injection pressure, (b) Fracture half length, (c) Maximum 

fracture width. 
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7.2.4. Comparison of computational performance against pure PD model 

In this subsection, we present the computational benefits of the coupled PD-FVM 

model over the pure PD model. Since the pure PD model requires a uniform fine 

discretization throughout, the domain in Figure 7.1 is uniformly discretized with the finest 

cell size as shown in Figure 7.4. The following ratios are defined based on three different 

metrics to compare the performance improvements. 

Metric Ratio =
Metric for the pure PD model

Metric for the coupled PD − FVM model
 (7.5) 

where the metric in equation (7.5) can be degrees of freedom (DOF), number of PD cells, 

or the computational time. 

 

Figure 7.4. Uniform refined discretization considered for pure PD simulations. 

We first demonstrate the computational complexity of the pure PD model by 

simulating the propagation of a single fracture with varying levels of mesh refinement. In 

each run, the number of cells in both the length and the breadth directions are increased by 

40%, thereby doubling the total degrees of freedom. The computational times are plotted 

in Figure 7.5. The model exhibits a complex computational behavior because of different 
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types of operations involved, including computation of cell matrices, their assembly into a 

global matrix, and solving the problem using a linear solver. 

 

Figure 7.5. Computational complexity of the pure PD model for a single fracture 

propagation. 

To demonstrate the performance improvement, increasing levels of consistent 

refinement in both the PD and FV subdomains are considered. In other words, if the 

discretization in the PD subdomain is halved, the corresponding discretization in the FV 

subdomain is also halved. The lengths of the PD and FV subdomains are maintained 

constant in all the cases. The first 20 time-steps of fracture propagation are simulated with 

both the coupled PD-FVM methods. 

Figure 7.6a shows the performance comparison of the static PD region method 

relative to the pure PD model. Cell coarsening in the FV region reduces the DOF in the 

coupled model as compared to that in the pure PD model. This reduction in DOF results in 

about an order of magnitude speed-up for the discretizations typically considered in the 

pure PD-based fracturing simulations in the previous chapters. 

Figure 7.6b shows the performance comparison of the dynamic PD region method 

relative to the pure PD model. In this method, the refined cells outside the horizon of the 
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damaged cells are solved using the less expensive FVM. This leads to a significantly 

smaller number of PD cells in the dynamic region method as compared to that in the static 

region method. It should be noted that the PD cells ratio shown in Figure 7.6b is for the 

last time-step in these simulations. This reduction in the PD cells ratio results in a further 

2 times speed-up over the static region method and about a 20 times speed-up over the pure 

PD model. 

 
(a) 

 
(b) 

Figure 7.6. Comparison of computational performance of the coupled models relative to 

the pure PD model. (a) Static PD method, (b) Dynamic PD method 
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Further improvements in computational performance can be achieved by 

implementing adaptive mesh refinement/coarsening in the FV region of the dynamic PD 

region method (York, 2018). 

7.2.5. Application to HF-NF interaction 

Next, we apply our coupled PD-FVM schemes to validate with experiments on the 

interaction of a hydraulic fracture (HF) with a natural fracture (NF) (Zhou et al., 2008). 

The HF-NF interaction was investigated for different angles of approach of the HF and for 

different applied stresses (Figure 7.7). For low approach angles and low stress contrasts, 

the HF dilated the NF. For high approach angles and high stress contrasts, the HF crossed 

the NF. For intermediate values of these parameters, the HF was arrested by the NF. 

 

Figure 7.7. Comparison of the coupled PD-FVM model against HF-NF interaction 

experiments 
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The cases highlighted in red markers in Figure 7.7 are simulated with both the 

coupled PD-FVM schemes. The model setup described in detail by Ouchi (2016) has been 

adopted. The simulation parameters are restated in Table 7.2. The discretization used in the 

coupled PD-FVM simulations ensures that both the HF and the NF are meshed with fine 

cells, suitable for the PD formulation. FV cells with gradual coarsening are used away from 

these fractures. 

Table 7.2. Simulation parameters for experimental validation of HF-NF interaction (same 

as Ouchi, 2016) 

Boundary stress in x-direction, Sxx (MPa) 10.0 

Boundary stress in y-direction, Syy (MPa) 3.0 

Bulk modulus, K (GPa) 5.18 

Poisson ratio, ν (GPa) 0.23 

Porosity, φ 0.0185 

Permeability, k (nD) 0.1 

Cohesion of the NF, SNF (MPa) 3.2 

Friction coefficient of the NF, μNF (MPa) 0.89 

Tensile strength multiplier 0.5 

NF length (m) 0.08 

Distance of NF from the well (m) 0.08 

Fracturing fluid injection rate, q (m3/s) 2.1e-8 

Fracturing fluid viscosity, μf (Pa s) 0.135 

Domain length in x-direction, Lx (m) 0.30 

Domain length in y-direction, Ly (m) 0.30 

Cell spacing in PD region, Δx (m) 0.0015 

Horizon length, δ (m) 0.0045 

The first simulation is for the case of a HF approaching a NF at 90o at an applied 

stress contrast of 7 MPa. The resulting fracture trajectory is shown in Figure 7.8. Consistent 

with the experimental observation, the HF crosses the NF. Both the static and dynamic PD 
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region methods predict similar trajectories and there seems to be no difference between the 

two. 

In the next examples, the approach angle between the HF and the NF is changed to 

60o and 30o (Figure 7.9 and Figure 7.10). For 60o interaction, the HF still crosses the NF; 

however, for 30o interaction, the HF turns along the NF. These results are also consistent 

with the experimental findings. Moreover, since no difference in the fracture trajectories is 

noted for the static and dynamic PD region methods, it can be concluded that neither of 

them induce a spurious computational behavior in the model. 

     
      (a)        (b) 

Figure 7.8. 90o interaction at 7 MPa stress contrast. (a) Static PD, (b) Dynamic PD 
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      (a)        (b) 

Figure 7.9. 60o interaction at 7 MPa stress contrast. (a) Static PD, (b) Dynamic PD 

     
      (a)        (b) 

Figure 7.10. 30o interaction at 7 MPa stress contrast. (a) Static PD, (b) Dynamic PD 

7.3. FRACTURE PROPAGATION USING FVM IN THE COUPLED PD-FVM MODEL 

In this section, within the framework of our coupled PD-FVM model, we propagate 

a hydraulic fracture using the FV formulation and monitor the resulting remote material 

damage using the PD formulation. The propagating hydraulic fracture causes poroelastic 
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stress changes around it, which may lead to shear failure of the surrounding natural 

fractures or that of the weak mineral interfaces. In the case of unconventional reservoirs, 

these shear failure cracks may undergo sufficient permeability enhancement to allow for 

the flow of reservoir fluids in an otherwise virtually impermeable rock matrix. This region 

of enhanced permeability around the main hydraulic fracture is referred to as the Stimulated 

Reservoir Volume (SRV) (Mayerhofer et al., 2010). 

In the following, we validate our approach of modeling the remote shear failure of 

weak mineral interfaces against a recent experiment conducted by Ratzlaff et al. (2019). 

Subsequently, we demonstrate the application of our model to estimate the extent of the 

SRV in unconventional reservoirs. 

7.3.1. Experimental Validation 

Ratzlaff et al. (2019) conducted fracturing experiments in a Tennessee sandstone 

sample to investigate the SRV induced around the primary hydraulic fracture. They 

fractured a 6” long by 4” diameter core under triaxial stress conditions by injecting a low 

viscosity epoxy. With the aid of a Scanning Electron Microscope (SEM) and an advanced 

software for SEM image analysis, multiple thin sections were analyzed for fracture density, 

distribution, orientation, symmetry, length, width, and stimulated reservoir area (SRA). 

We simulate the experiment by considering a 2-D plane strain computational 

domain representing a horizontal cross-section of the experimental core as shown in Figure 

7.11a. The domain is discretized with varying levels of refinement to capture the details at 

different length scales. The cells in the red box are solved with PD and the rest are solved 

with FVM. The green box contains a well that is located centrally and injects fluid to 

propagate a hydraulic fracture. The PD cells consist of mineral heterogeneity consistent 

with the mineral composition of the Tennessee sandstone used in the experiment (Figure 
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7.11b). The adhesion between the minerals in a rock can be weak as defined by the surface 

energy (Miller, 2010). We model this weak adhesion by reducing the critical energy density 

of the PD bonds crossing the mineral interfaces to 50% of their original values (Ouchi et 

al., 2017). The simulation parameters and mechanical properties of the minerals are 

summarized in Table 7.3 and Table 7.4 respectively. 

Using the described computational domain, we demonstrate the capability of our 

coupled PD-FVM model in predicting remote material damage due to poroelastic stress 

changes caused by a propagating hydraulic fracture. Subsequently, using variations of the 

domain, we develop and validate a workflow for determining the SRV extent around the 

primary fracture against the experimental results. 

 

    (a)              (b) 

Figure 7.11. Computational domain for SRV experimental validation. (a) Discretization, 

(b) Mineral heterogeneity in the PD subdomain 
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Table 7.3. Simulation parameters for SRV experimental validation (Ratzlaff et al., 2019; 

*Warpinski et al., 1982) 

Boundary stress in x-direction, Shmin (MPa) 3.45 

Boundary stress in y-direction, SHmax (MPa) 13.79 

Initial pore pressure, P0 (MPa) 0.1 

Bulk modulus, K (GPa) 59 

Poisson ratio, ν (GPa) 0.25 

Porosity, φ 0.1 

*Permeability, k (μD) 10 

Fracturing fluid injection rate, q (m3/s) 2.1e-8 

Fracturing fluid viscosity, μf (Pa s) 0.062 

Domain length in x-direction, Lx (m) 0.1016 

Domain length in y-direction, Ly (m) 0.1016 

Cell spacing in PD region, Δx (m) 4e-6 

Horizon length, δ (m) 12e-6 

Table 7.4. Mechanical properties of the minerals (Atkinson & Meredith, 1987; Mavko et 

al., 2009) 

Mineral 
Young’s modulus 

(GPa) 

Shear modulus 

(GPa) 

Fracture toughness 

(MPa m0.5) 

Quartz 95.6 44.3 2.40 

Calcite 83.8 32.0 0.19 

Clay 10.0 4.0 0.50 

7.3.1.1. Base case: Single PD region 

In the base case, the domain shown in Figure 7.11 with a single PD region is 

simulated. When fluid is injected into the well, the pressure builds up, however a significant 

amount of the fluid leaks-off into the sandstone. After 27 seconds of injection, the 

breakdown pressure is reached, and a fracture starts propagating. 2 seconds later, the 

fracture length is 10 mm and the maximum width is 33 μm (Figure 7.12a). At this instant, 
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the first material damage appears on the weak clay-calcite interface (Figure 7.12b). 3 

seconds further into the injection, the fracture attains its final length of 20 mm and a 

maximum width of 52 μm (Figure 7.13a).  Material damage in the PD region shows that 

most of the clay-calcite interfaces are damaged at the end of injection (Figure 7.13b). 

 
Figure 7.12. Base case, time = 29 sec. (a) Fracture geometry and PD region, (b) Damage 

map in the PD region. 
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Figure 7.13. Base case, time = 32 sec. (a) Fracture geometry and PD region, (b) Damage 

map in the PD region. 

7.3.1.2. Multiple PD regions away from the fracture face 

The domain in the base case is modified to include two PD regions, 2mm and 4mm 

away from the primary fracture, each comprising the same mineral heterogeneity as in the 

base case. The final fracture geometry remains unchanged from the base case, implying 

that the remote material damage does not affect the fracture propagation (Figure 7.14a). 

This is partly because we are not modeling the flow of the fracturing fluid from the primary 

tensile fracture (which is modeled with FVM) into the shear failure damage zones (which 

are modeled with PD). The final damage maps in the two PD regions are shown in Figure 

7.14b-c. The 2mm distant region, b, undergoes significantly more damage than the 4mm 

distant region in the base case since it experiences higher stress changes due to its proximity 

to the propagating fracture. The damage in region b causes sufficient stress relaxation 

around it such that region c does not undergo any damage in this case. 
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Figure 7.14. Multiple PD regions away from the fracture face, time = 32 sec. (a) Fracture 

geometry and PD regions, (b)-(c) Damage map in the PD regions. 

7.3.1.3. Multiple PD regions along the fracture face 

Next, another PD region, c, with mineral heterogeneity is added along the fracture 

face 2mm away from the PD region, b, in the base case. Figure 7.15 shows the fracture 

geometry and material damage in the two PD regions after 29.5 seconds of injection. The 

symmetrically located PD region, b, endures damage first and relaxes the stresses around 

it. However, in this case, the asymmetrically located PD region, c, experiences stress 

changes directly due to the propagating fracture. Thus, eventually region c also endures 

similar damage as region b (Figure 7.16). 
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Figure 7.15. Multiple PD regions along the fracture face, time = 29.5 sec. (a) Fracture 

geometry and PD regions, (b)-(c) Damage map in the PD regions. 

 
Figure 7.16. Multiple PD regions along the fracture face, time = 32 sec. (a) Fracture 

geometry and PD regions, (b)-(c) Damage map in the PD regions. 



 157 

7.3.1.4. Estimating SRV extent using multiple PD regions away from the fracture face 

Rocks are heterogeneous at all length scales. To accurately capture the material 

damage and the resulting stress relaxation due to a propagating fracture, multiple 

heterogeneous PD regions should be included around the fracture. The distance to which 

the material damage extends can be used as an estimate of the extent of the SRV. However, 

owing to the fine discretization within the PD regions, it is computationally expensive to 

use too many of these for this estimation. Thus, analyzing the damage maps in Cases 7.3.1.1 

and 7.3.1.2, we learn that multiple PD regions should be used in the direction perpendicular 

to the fracture face. This is to ensure that we do not neglect or miscalculate the stress 

relaxation caused by the PD regions closer to the fracture on those farther away. Moreover, 

analyzing the damage maps in Cases 7.3.1.1 and 7.3.1.3, it is learnt that the PD regions 

along the fracture face experience stress changes directly due to the propagating fracture. 

Thus, it is concluded that different PD regions located equidistantly along the fracture face 

will endure similar damage profiles. 

Four PD regions, at a distance of 1mm from each other comprising the same mineral 

heterogeneity, are considered for the SRV estimation. Figure 7.17a shows that the final 

fracture geometry is identical to those in the previous three cases. The maximum fracture 

width is 52 μm, which is in the range of experimental width of 40-70 μm observed by 

Ratzlaff et al. (2019). In Figure 7.17b, the damage maps follow the same trend (as in case 

7.3.1.2) of progressively lesser damage farther away from the fracture. This is again 

because the farther PD regions feel the relaxed stresses due to damage in the closer regions, 

rather than the direct stress changes due to the primary fracture. 
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Figure 7.17. Estimation of SRV extent with multiple PD regions away from the fracture 

face. (a) Fracture geometry and PD regions, (b)-(e) Damage map in the PD 

regions. 

In equation (7.6), we define the average damage in a PD region. Figure 7.18 shows 

a plot of average damage in the four PD regions against their distances from the fracture 

face. Since region d (3mm away) undergoes damage and region e (4mm away) does not, 

the SRV extent is estimated as 3.5mm. Although an overestimate compared to the 

experimental range of 2.1-2.4 mm, our SRV extent is useful for engineering applications. 

Average damage in a PD region=
∑ Damage in a cellall cells in the PD region

Number of cells in the PD region
 (7.6) 



 159 

 

Figure 7.18. Average damage vs distance from the fracture face for the PD regions in 

Figure 7.17. 

7.3.2. Estimating SRV extent in the field 

We apply the above procedure to estimate the extent of SRV in unconventional 

reservoirs. This important parameter is typically obtained by analyzing the flow-back or 

early production data (Clarkson & Williams-Kovacs, 2013; Alkouh et al., 2014). The SRV 

is believed to be comprised of the shear failure micro-cracks formed during the stimulation, 

which get connected to the primary fracture and contribute to the flow of reservoir fluids. 

Thus, our workflow serves an independent tool for estimating the SRV extent and 

comparing it to that obtained from the flowback calculations. 

7.3.2.1. Base case 

A field-scale computational domain is discretized and solved using the coupled PD-

FVM model (Figure 7.19). Except for the pore-scale heterogeneous regions like those in 

the previous cases which are solved with the PD method, all the cells are solved with the 

FVM. Multiple PD regions at intervals of 5ft are considered and material damage inside 

each is monitored. The mineral composition from the previous cases is used since it is 

representative of an unconventional formation, which is also mostly comprised of 
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sedimentary rock. The other simulation parameters including the initial and boundary 

conditions, rock properties, and treatment design, typical of a fracturing job, are 

summarized in Table 7.5. 

       

  (a)         (b) 

Figure 7.19. Computational domain for SRV estimation in unconventional reservoirs. (a) 

Discretization, (b) Mineral heterogeneity in the PD subdomain 
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Table 7.5. Simulation parameters for the base case of SRV estimation in unconventional 

reservoirs 

Boundary stress in x-direction, Shmin (MPa) 48.0 

Boundary stress in y-direction, SHmax (MPa) 52.0 

Initial pore pressure, P0 (MPa) 40.0 

Bulk modulus, K (GPa) 15 

Poisson ratio, ν (GPa) 0.25 

Porosity, φ 0.01 

Permeability, k (nD) 500 

Fracturing fluid injection rate, q (m3/s) 0.0027 

Fracturing fluid viscosity, μf (Pa s) 0.001 

Treatment time (s) 60 

Domain length in x-direction, Lx (m) 800 

Domain length in y-direction, Ly (m) 800 

Cell spacing in PD region, Δx (m) 4e-6 

Horizon length, δ (m) 12e-6 

Distance between the PD regions (m) 1.52 

Figure 7.20 shows the fracture geometry and the resulting damage in the PD regions 

at the end of the treatment. The fracture length is 68.0m and the maximum width is 2.8mm. 

The PD regions endure gradually smaller damage with increasing distance from the 

fracture face. Figure 7.21 shows average damage in the PD regions plotted against their 

distances from the primary fracture. Region e and f  (20ft and 25ft away) are the last 

damaged region and the first undamaged region respectively. Thus, the SRV extent is 

estimated to be 22.5ft in the base case. 
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Figure 7.20. Base case. (a) Fracture geometry and PD regions, (c)-(f) Damage map in the 

PD regions. 

 
Figure 7.21. Average damage vs distance from the fracture face for the PD regions in the 

base case. 

7.3.2.2. Sensitivity to Bulk modulus 

Next, we investigate the sensitivity of the SRV extent to the bulk modulus of the 

formation. The bulk modulus is halved from 15 GPa in the base case to 7.5 GPa in this one. 
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Figure 7.22 shows that the resulting fracture is shorter and wider compared to the base 

case, following the analytical KGD solution (equations (7.2) and (7.3)). At the end of the 

treatment, the fracture length is 64.1m and the maximum width is 3.0mm. Referring to 

Figure 7.23, region f (25ft away) is the farthest one to endure damage at the grain 

boundaries, leading to an SRV estimate of 27.5ft when the bulk modulus of the formation 

is halved to 7.5 GPa. 

  

Figure 7.22. Fracture geometry when the formation bulk modulus is halved. 
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Figure 7.23. Average damage vs distance from the fracture face for the PD regions when 

the formation bulk modulus is halved. The base case results are plotted in 

black circles for comparison. 

7.3.2.3. Sensitivity to injection rate 

In this case, the injection rate is doubled from 1 bbl/min to 2 bbl/min. Consistent 

with the KGD solution, Figure 7.24 shows a longer and wider fracture than the base case, 

with the final fracture length and maximum width being 98.2m and 3.8mm respectively. 

Due to a longer and wider fracture, the stress changes travel deeper into the reservoir. Thus, 

region g (30ft away) also endures some non-zero damage (Figure 7.25), resulting in an 

SRV estimate of about 30ft. 
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Figure 7.24. Fracture geometry when the injection rate is doubled. 

 
Figure 7.25. Average damage vs distance from the fracture face for the PD regions when 

the injection rate is doubled. The base case results are plotted in black 

circles for comparison. 

7.3.2.4. Sensitivity to reservoir fluid type 

The reservoir fluid is changed to a gas with 0.03 cP viscosity and ideal gas 

compressibility. A comparison between Figure 7.20 and Figure 7.26 shows that the fracture 

geometries are identical, irrespective of the reservoir fluid type. However, due to the much 
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higher compressibility of gas than oil, changes in pore pressure and poroelastic stresses 

due to the propagating fracture are confined closer to it. Consequently, damage in the PD 

regions is more localized, leading to a smaller SRV of about 15ft (Figure 7.27). 

 

Figure 7.26. Fracture geometry in a gas reservoir. 

 
Figure 7.27. Average damage vs distance from the fracture face for the PD regions in a 

gas reservoir. The base case results are plotted in black circles for 

comparison. 
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Figure 7.28 shows a plot of process zone width against fault length, originally 

compiled by Zang & Stephansson (2010), for different geologic-scale and laboratory-scale 

faults detailed in the literature. As pointed out by Ratzlaff et al. (2019), these data were 

reported for faults in different stress regimes, which are not the same as the hydraulic 

fractures. However, for potential upscaling applications, we plot the estimates of SRV 

obtained from our coupled PD-FVM model for the various laboratory-scale and field-scale 

cases considered in this subsection. Our estimates lie close to the upper bound of the 

original regression line. It is clear from our data that the SRV around hydraulic fractures 

depends on several factors such as elastic properties of the rock, injection schedule, and 

reservoir fluid type. The first two parameters alter the SRV extent by directly affecting the 

fracture length, whereas the reservoir fluid type does it by affecting the poroelastic stresses 

around the primary fracture in a different manner. 

 

Figure 7.28. Upscaling plot with the SRV estimates from the coupled PD-FVM model (in 

blue highlight) and from the experiment (in yellow highlight) (Ratzlaff et 

al., 2019) 
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7.4. CONCLUSIONS 

In this chapter, we extended the coupled poroelastic PD-FVM model developed in 

Chapter 6 for simulating hydraulic fracturing problems. A computational domain is divided 

into different subdomains that are solved with either PD or FVM formulations. The 

computationally expensive PD method is restricted to as few cells as possible. A well for 

injecting fracturing fluid can be assigned to either of the subdomains and fracture 

propagation can be simulated by the corresponding formulation. 

Using our coupled model, we simulated a single KGD fracture in the PD 

subdomain. Two coupling methods, namely static PD region method and dynamic PD 

region method are presented. In the static method, a fixed number of cells are solved with 

PD, whereas in the dynamic method, the number of PD cells adaptively changes with the 

propagating hydraulic fracture. Compared to the pure PD method, an order of magnitude 

improvement in computational performance is achieved with the static method. An 

additional two-fold improvement is obtained with the dynamic method. Furthermore, these 

two methods are applied to simulate the interaction of a hydraulic fracture with a natural 

fracture. The interaction behaviors reported by Ouchi (2016) with a pure PD model are 

consistently reproduced with both the methods. 

Subsequently, the growth of a planar fracture in the FV subdomain is simulated and 

the stress changes around it are monitored. Using PD subdomains with pore-scale 

heterogeneity, we demonstrate the capability of our coupled model to capture the material 

damage in the PD regions due to stress changes caused by the propagating fracture. 

Multiple PD regions are used to reasonably account for stress relaxation in the regions 

farther from the fracture due to material damage in the ones closer to the fracture. This 

approach is then extended to estimate the extent of the Stimulated Reservoir Volume 

(SRV). The estimation approach is validated against recent laboratory experiments in 
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Tennessee sandstone and a good agreement is obtained. Then, we estimated the SRV extent 

in an unconventional oil and gas formation, with representative reservoir properties and 

treatment schedules. A sensitivity study with a few key parameters is performed. SRV 

extent is shown to increase with lower elastic modulus of the rock and with higher injection 

rates. In a gas reservoir, due to high fluid compressibility, the stress changes are more 

localized near the fracture. Thus, the SRV extent is considerably smaller than in an oil 

reservoir with everything else remaining the same. 

We have shown that our coupled PD-FVM model has significant computational 

benefits compared to a pure PD model, and that it can be a useful tool for developing better 

insights for new applications such as estimation of the SRV extent around a propagating 

hydraulic fracture. 

The workflow developed for estimating the SRV extent in this chapter is based on 

the analysis of remote material damage caused by the poroelastic stress changes due to a 

propagating hydraulic fracture. Although the trends in our 2-D analyses were not affected 

by the mineralogy in the PD regions, the damage profile maybe different in 3-D due to the 

packing of the mineral grains (for example, some mineral grains that are disconnected in 

2-D might be connected in 3-D). Moreover, difference in damage profiles may also arise 

from the difference in stress profiles. As discussed in Section 4.6.4, the stress profile 

generated by a plane-strain fracture maybe different than that generated by a 3-D fracture. 

Thus, there is a motivation to conduct the material damage simulations in 3-D to compare 

with the results presented in this chapter. 
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CHAPTER 8: CONCLUSIONS AND FUTURE WORK 

8.1. SUMMARY AND CONCLUSIONS 

The main objectives of this research were to extend the capabilities of our existing 

peridynamics-based hydraulic fracturing model developed by Ouchi (2016) to multi-phase 

flow and improve its computational performance by coupling it with the less expensive 

Finite Volume Method (FVM). 

We developed a peridynamics (PD) multiphase, multicomponent flow model for 

non-Newtonian, compressible fluids by generalizing our previous single-phase flow model 

for Newtonian, slightly compressible fluids. We use this general flow model with a fracture 

propagation model to simulate fracture propagation in depleted reservoirs. We investigated 

the interaction of a hydraulic fracture with a natural fracture and developed numerical 

crossing criteria accounting for remote shear failure and poroelasticity. Finally, we 

developed a coupled PD-FVM fracturing simulator by combining our PD model with the 

FVM. We show good agreement of model results against laboratory experiments and 

demonstrated significant improvements in computational performance compared to the 

pure PD model. Finally, we presented a novel application of the coupled simulator for 

estimating the extent of the Stimulated Reservoir Volume (SRV) around a primary 

hydraulic fracture. 

The following are the conclusions from each of the chapters. 

8.1.1. General Peridynamics Flow Model 

a) The state-based peridynamic formulation for single phase transport of Newtonian, 

slightly, compressible fluids is extended to multiphase, multicomponent transport 

of non-Newtonian, compressible fluids. 
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b) Due to the computational costs associated with a compositional model, only results 

from the less expensive models such as black-oil and immiscible two-phase flow 

models are presented. 

c) Applications of the multiphase model for solving 1-D linear, immiscible 

displacement of oil by water (water flood) and by a shear-thinning polymer 

(polymer flood) are demonstrated. 

d) A δ-m convergence study is performed to recover the analytical local solution from 

the numerical non-local solution by shrinking the horizon size (δ) and increasing 

the number of non-local neighbors (m) simultaneously. 

e) Convergence of oil recovery plots to the analytical local solution verifies overall 

mass conservation in the proposed non-local model. 

8.1.2. Immiscible Two-Phase Peridynamics Hydraulic Fracturing Model 

a) An immiscible two-phase peridynamics-based hydraulic fracturing simulator is 

presented by combining the generalized flow model developed in Chapter 2 with 

our existing single-phase fracturing simulator. 

b) The simulation results are compared with laboratory experiments performed under 

low confining stresses. The effect of induced changes in pore pressure (using 

multiple injection sources) on fracture growth is investigated in detail. 

c) Fractures initiating from multiple injection points can grow towards each other by 

opening against the maximum stress. 

d) Saturating a specimen with fluid prior to fracturing can significantly lower the 

breakdown pressure. 
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e) In low stress environments in the laboratory, fractures are always attracted towards 

the high pore pressure region. The strength of this attraction depends on both the 

magnitude of the pore pressure and the pressure gradients. 

f) All these results are in agreement with the effective stress law. 

8.1.3. Applications of the Immiscible Two-Phase Peridynamics Hydraulic 

Fracturing Model 

a) Under high confining stresses found in the field, pressure depletion and stress 

reorientation around multiple fractures of a parent well are investigated. Fracture 

growth from a child well in this non-uniform pressure field is simulated. 

b) Hydrocarbon production from parent well fractures leads to the formation of a 

region of lower compressive stress between them. This effect is less pronounced in 

gas reservoirs (due to the high compressibility of the gas) and increases as the 

pressure drawdown and the volume of fluids produced is increased. 

c) The spatial extent of the region of altered stress is much larger than the region in 

which the pore pressure is reduced. 

d) The lower compressive stress region formed between the parent well fractures 

attracts the child well fractures. This attraction directly correlates with the 

magnitude of the stress reduction. 

e) Preferential fracture growth towards depleted regions results in under-stimulation 

of the undepleted parts of the reservoir. 

f) Re-pressurizing the parent well fractures reorients the stresses back, close to the in-

situ stress state. This reduces the attraction of the child well fracture towards the 

depleted regions, thus leading to better stimulation of the reservoir. 
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8.1.4. Interaction between a Hydraulic Fracture and a Natural Fracture 

a) A propagating hydraulic fracture causes poroelastic stress changes, which may lead 

to remote shear failure of a natural fracture. 

b) The shear failure relaxes the stress on the natural fracture, inviting the hydraulic 

fracture to bend towards it before intersection as observed in recent laboratory 

experiments. 

c) The bending of the hydraulic fracture depends on the stress relaxation relative to 

the initial stresses caused by the failure of the natural fracture. Though these effects 

are significant even in low permeability rocks (100 nD), they are more pronounced 

in high permeability rocks (10 mD). 

d) When the effects of poroelasticity and remote shear failure of the natural fracture 

are ignored, the LEFM-based analytical crossing criteria are recovered. However, 

when these effects are accounted, the fracture interaction behavior is substantially 

different. 

e) For low matrix permeabilities, the poroelastic criteria predict more fracture turning 

at stress ratios commonly occurring in shale formations (1.0-1.1). For high matrix 

permeabilities, these criteria predict more fracture turning even at moderate stress 

ratios (1.0-1.2). 

f) Poroelastic crossing criteria are developed for widely different matrix 

permeabilities and can serve as direct inputs to discrete fracture models simulating 

the growth of complex fracture networks. 
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8.1.5. Coupling of Peridynamics Poroelastic Model with Finite Volume Method 

a) Based on the Peridynamic and Finite Element coupling scheme proposed by 

Galvanetto et al. (2016), we have presented a coupled Peridynamic (PD) and Finite 

Volume (FVM) poroelastic model for multiscale problems in porous media. 

b) We have developed the formulation for porous fluid flow using a fluid mass 

balance, and have extended it for poroelastic problems to include a rock momentum 

balance. 

c) Significant improvements in computational performance of the coupled model over 

the pure peridynamic model are illustrated for several model problems. 

d) No spurious behavior is observed near the PD-FVM interface region. 

e) Moreover, due to differences in the sparsity patterns and the magnitudes of PD and 

FVM transmissibility/Jacobian terms, it is shown that appending the PD equations 

after all the FV equations in the global matrix has additional computational benefits. 

8.1.6. Fracturing Applications of the Coupled Peridynamic–Finite Volume Model 

a) The coupled poroelastic PD-FVM model developed in Chapter 6 is extended for 

simulating hydraulic fracturing problems. 

b) A computational domain is divided into different subdomains that are solved with 

either PD or FVM formulations. The computationally expensive PD method is 

restricted to as few cells as possible. 

c) A well for injecting fracturing fluid can be assigned to either of the subdomains and 

fracture propagation can be simulated by the corresponding formulation. 

d) Using our coupled model, we simulated a single KGD fracture in the PD 

subdomain. Two coupling methods, namely static PD region method and dynamic 

PD region method are presented. 
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e) In the static method, a fixed number of cells are solved with PD, whereas in the 

dynamic method, the number of PD cells adaptively changes with the propagating 

hydraulic fracture. 

f) Compared to the pure PD method, an order of magnitude improvement in 

computational performance is achieved with the static method. An additional two-

fold improvement is obtained with the dynamic method. 

g) Both the methods consistently reproduce the interaction of a hydraulic fracture with 

a natural fracture as reported by Ouchi (2016). 

h) The growth of a planar fracture in the FV subdomain is simulated and the stress 

changes around it are monitored. 

i) Using PD subdomains with pore-scale heterogeneity, we demonstrate the capability 

of our coupled model to capture the material damage in the PD regions due to stress 

changes caused by the propagating fracture. 

j) Multiple PD regions are used to reasonably account for stress relaxation in the 

regions farther from the fracture due to material damage in the ones closer to the 

fracture. This approach is then extended to estimate the extent of the Stimulated 

Reservoir Volume (SRV). 

k) The SRV estimation approach is validated against recent laboratory experiments in 

Tennessee sandstone and a good agreement is obtained. 

l) We estimated the SRV extent in an unconventional oil and gas formation, with 

representative reservoir properties and treatment schedules. 

m) SRV extent is shown to increase with lower elastic modulus of the rock and with 

higher injection rates. 
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n) In a gas reservoir, due to high fluid compressibility, the stress changes are more 

localized near the fracture. Thus, the SRV extent is considerably smaller than in an 

oil reservoir with everything else remaining the same. 

8.2. FUTURE WORK 

The avenues for improvement of the current hydraulic fracturing model are 

summarized below. 

a) The computational performance of the coupled Peridynamics (PD)–Finite Volume 

(FVM) fracturing simulator can be improved further by introducing adaptive mesh 

refinement in the dynamic PD region method (York, 2018). 

b) Moreover, computational performance of the coupled model can be improved by 

orders of magnitude by using the modern HPC techniques. Both the PD-based and 

FV-based fracturing simulators can run on multiple processors using the domain 

decomposition method. However, efficient ways of load balancing the coupled PD-

FVM simulator should be developed. 

c) The SRV permeability can be estimated using the coupled model by introducing a 

method to model the fracturing fluid leak-off from the FV subdomain to the PD 

subdomain. 

d) A local flow model for proppant transport can be implemented in the PD code. An 

additional scalar transport equation for the proppant transport would be solved 

inside the fracture. Two-way coupling between the fracturing fluid equation and 

the proppant transport equation would be implemented. 

e) By simulating fracture growth in 3-D using the coupled model, proppant transport 

in complex non-planar geometries can be investigated. 
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